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What | Personally Believe In

"I thought | knew a lot... until | learned a little."

Start by doing what's necessary;___#
then do what's possible; and

suddenly you are doing the mprle.

< IL
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There is nothing noble in being
superior to your fellow man; true nobility
is being superior to your former self.

Francis of Assisi

Ernest Hemingway

PEOPLE RARELY
SUCCEED UNLESS
THEY HAVE FUN IN

WHAT THEY ARE DOING # F e
Dale Carnegie SIVC me six-hours fo chop down a

: . -
- tree and I will spend the first four
: - - x u | = - -
= sharpening the axe.
- “Abraham Lincoln - .
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Statements about the Workshop

This workshop only covers basic to intermediate content. | define ‘basic’
as ‘fundamental’ and you will see why.

Feel free to ask questions at any point of time. If it is beyond the scope,
we will respond if it benefits others.

Understanding the reasons behind the clicking is more important than the
glickling itself where you can learn by watching YouTube or reading our
ook.

Whatever we say in the workshop, please keep it as a scholarly sharing
and an aftempt to make it interesting. Don’'t take it personally.

If you join certain sessions of the workshop, it is your duty to catch up. |
can repeat but can’t do it all the time.

| do not teach short-cuts at the expense of rigorous analysis.

Good analysis does not mean you have a good research design and your
framework, RQs, theory application and etc are correct.

Learning to use quantitative softwares/tools must be accompanied with
practice. Reading good and current papers as well as writing are
Important.

We would appreciate nofification and acknowledgement when our slides
are used in other occasions.



Statements about Methodology

Contants lists available at ScienceDirect

S SSCI 4.899

‘Operations

Journal of Operations Management = SCOPUS Q1

journal homepage: www.elsevier.com/locate/jom

Editorial
Notes from the Editors: Redefining some methodological criteria for
the journal™®

If you cited Baron and Kenny (1986), Podsakoff and Organ (1986), Harman (1967), and Fornell
and Larcker (1981) in your work back in the 1980s, you were probably fine. In 2015, you need to
be careful. While statistical theory itself has not progressed all that much, the software
applications that we all have on our desktops have massively improved. We have many
solutions available to us now that we did not have in the 1980s; many of the shortcuts we took
back in the day no longer need to be taken; many of the assumptions we were forced to make
can now be relaxed. It behooves us to stay on top of current methodological developments, and
accordingly, what was accepted in the journal ten, twenty years ago, is not necessarily
acceptable anymore ... It is no exaggeration to say that new methodological developments
come out every month. Most of these developments are minor, but many of them are
noteworthy ... There is just no excuse for not using up-to-date tools. How about a check on
Google Scholar to find out whether there have been any new developments in methodology
relevant to your work before you submit your manuscript?



Content Outline

Recap on Quantitative and Qualitafive
Research

Basic Modeling in Quantitative Research

Types of Analysis

Levels of Measurement

Samples Size Consideration

Data Preparation & Data Analysis

1st and 279 Generation Software Available and Technique

LI E

More software and tools for analysis - Demonstration



Basic differences between quantitative and
qualitative

Quantitative Qualitative
Research Research
4 ~N e N
Making Making
Observation Observations
- ) 9 )
4 ~N e N
Develop
Test Theory Theory




Types of Data in Quantitative Research

Advantages

Tends to be cheaper

Sample sizes tend to be greater

Tend to have more authority

Are usually quick to access

Are easier to compare to other research
that uses the same data

Are sometimes more accurate (e.g. data
on competitors

Are recent
Are specific for the purpose
Are proprietary

Disadvantages

May be outdated

May not completely fit the problem
There may be errors hidden in the data-
difficult to assess data quality

Usually contains only factual data

No control over data collection

May not be reported in the required form
(e.g., different units of measurement,
definitions, aggregation levels of data)

Are usually more expensive
Take longer to collect




Research Plan and Design
|

Overview Uses Types
Formulate problems more precisely *Literature search
*Develop Hypotheses *Experience survey
Exploratory | «Establish priorities for research —» *Analysis of select cases
Research «Eliminate impractical ideas *Interviews
*Clarify concepts *Ethnographies

*Focus groups

.. *Describe segment characteristics
Descriptive

__» cEstimate proportion of people «Longitudinal study
Research who behave in a certain way — «Panels
*Make specific predictions «Sample Survey
Causal °P I‘OVide eVidenCG I‘egarding Causal oLaboratory experiment
Research relationships *Field experiment

*Rule out all other explanations



What to expect for MBA research modeling?
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What to expect for PhD research modeling?

PERCEIVED RISK

* Physical Risk (PHR)

* Functional Risk (FUR)
* Social Risk (SR)

* Time Loss Risk (TLR)
* Financial Risk (FIR)

* Opportunity Cost Risk
(OCR)

* Information Risk (ISR)
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* Data Integrity
* Non-repudiation
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Basic Modeling in Quantitative Research

Independent
Dependent

. Moderating
. Mediating

. Conftrol

I. Moderated Mediated/ Mediated Moderator

Vil.

Moderated Moderator

e

M;

N




Basic Modeling in Quantitative Research

|||HH|||

Independent Variable Dependent Variable
(1V) (DV)

Predictor Criterion
Presumed cause Presumed effect

Stimulus Response
Predicted from... Predicted to....
Antecedent Consequence
Manipulated Measured outcome

{:Independent

:
)

Dependent :J

[
:

Budget




Model of a Moderator (Condition)

A moderator 1s a variable that alters the relationship
between an independent variable and a dependent
variable.

Who do 1t work for? & When does 1t work?




Model of a Moderator (Condition)

Examples of “who do it work for?” & “when does it

work?”

[Satisfaction

n

J

} ™
Setting

Difficult
goals

4

/\ >[ Performance}
Task Ability




Model of a Mediator (Mechanism)

An initial independent variable X; may influence the
dependent variable Y through a mediator X,




Model of a Moderator (Mechanism)

Examples of “how do 1t work?” & “why did it work?”

Number of
Swimmers

(Yz)

Seawater
Temperature

(Y4)

Special case:
Suppressor effect

“A mediator is a variable that
accounts for all or part of the
relationship between a
predictor and an outcome.”
(Baron and Kenny 1986, p. 1176)

——

Number of
Incidents

(Y3)




Model of a Control Variable

One important characteristic of a good research design
1s to minimize the influence or effect of extraneous
variable(s).

] B = 0.80** ] B=0.15
2 : Commitment = g Commitment
[Job SatlsfactlonJ b[ R = 0.64 ] [Job Satisfaction J { R2 = (.64 ]

Gender

Tenure

by

Age




Characteristic of a Construct

i. Unidimensional

" Kfowlede
/ Sharing \ \
» « V1

SHARE1 SHARE2

SHARE7 SHARES

'
SHARE3 ‘ SHARE4 SHARES SHARE®

ii. Multi-dimensional

harjng




Characteristic of a Construct

A central research question in social science research, particularly marketing and MIS,
focuses on the operationalization of complex constructs:

Are indicators causing or being caused by
the latent variable/construct measured by them?

Indicator 1 Indicator 2 Indicator 3 Indicator 1 Indicator 2 Indicator 3

L 1




Characteristics of a Construct

Reflective
indicators

Construc
Domai

Focuses on maximizing the
overlap between
interchangeable indicators

Formative
indicators

Construct
Domain

Focuses on minimizing the
overlap between
complementary indicators




Characteristic of a Construct

= Reflective

X1 = Accommodate last minute request
X2 = Punctuality in meeting deadlines
X3 = Speed of returning phone calls

» Indicators must be highly
correlated (Hulland,
1999)

=Formative

X1 = Job loss
X2 = Divorce
X3 = Recent accident

= Indicators can have +, - or O
correlation (Hulland, 1999)




Characteristic of a Construct

Reflective Measurement Model Formative Measurement Model

| appreciate The service
this hotel is good
| am looking
forward to The personnel
staying is friendly
in this hotel

| recommend this
hotel to others

The rooms
are clean




Key Considerations Prior to Data Analysis




Key Consideration Prior to Data Analysis

Sampling Technique

Sample Size

Pre-test & Pilot test

Common method variance

Reverse coded items

Exploratory Factor Analysis vs Confirmatory
Factor Analysis vs Confirmatory Composite
Analysis

Missing Value Imputation

Other Issues
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Sampling Techniques
-

Probability Sampling Non-probability Sampling
« Simple random « Convenience
« Systematic « Snowbdll
« Stratified * Quota
» Cluster  Self-selection

« Purposive



Sampling Techniques

Probability Sampling

Pros:

« Generalizability is
convincing

» Easy 1o select sample
« Comply assumption of
many statistical fechniques
Cons:

« Difficult to obtain @
sampling frame

Non-probability Sampling

Pros:

« Generalizability is
questionable

» Easy to reach sample

Cons:
« Difficult to select sample
» Potential coverage error

» Violate assumption of many
statistical fechniques



Sampling Techniques

The current issue and full text archive of this journal is available at
www.emeraldinsight.com/2040-8269.htm

MRR
37,3

308

Designing and using
research questionnaires

Jenny Rowley
Languages, Information and Communications,
Manchester Metropolitan University, Manchester, UK

Abstract

Purpose — This article aims to draw on experience in supervising new researchers, and the advice of
other writers to offer novice researchers such as those engaged in study for a thesis, or in
another small-scale research project, a pragmatic introduction to designing and using research
questionnaires.

Design/methodologyv/approach — After a brief introduction, this article is organized into three
main sections: designing questionnaires, distributing questionnaires, and analysing and presenting
questionnaire data. Within these sections, ten questions often asked by novice researchers are posed
and answered.

Findings — This article is designed to give novice researchers advice and support to help them to
design good questionnaires, to maximise their response rate, and to undertake appropriate data
analysis.

Originality/value — Other research methods texts offer advice on questionnaire design and use, but
their advice is not specifically tailored to new researchers. They tend to offer options, but provide
limited guidance on making crucial decisions in gquestionnaire design, distribution and data analysis
and presentation.

Keywords Quantitative research, Quantitative data analysis, Research questionnaires

Paper type Conceptual paper

Rowley, J. (2014). Designing and using research
questionnaires. Management Research Review, 37(3), 308-330.




Sampling Techniques

There are a number of different approaches to selecting such a sample including
probability and non-probability sampling, as summarized in Table I. Probability
sampling is viewed as ideal, because a probabilistic sample is one that is representative of
the population from which it is drawn, and therefore statistical generalizations about the
population can be made on the basis of the analysis of the sample data. In probability
sampling, based on a sampling frame or list of the members in the population, every case
in the population has a known probability of being included in the sample, thus enhancing
the likelihood of selecting cases that represent the total population. In contrast, in
non-probability sampling, since every case in the population does not have a known
probability of being included in the sample, the representativeness of the sample may be
compromised. However, in reality most social science research relies heavily upon
non-probability samples. First, fesearchers often donothavea clear view of the population
to which they are seeking to generalize. and boundaries regarding who might or might not
be included in the population are vague. Second, 1t 1s olten very difficult to compile a
compléte sampling ffame, although there may be a variety of partial lists of members of
the population held by various organizations or government agencies. Finally, EVén'in the
unlikely instance that a researcher does manage to gather a good sampling frame, and
apply probabilistic sampling, they are unlikely to achieve 100 percent response rate;
non-response is another source of potential bias. For example, although the sample that
you draw might have equal numbers of men and women, the response set may not; the
same could be the case for any other important variable in your study.




Sampling Techniques

INTERNATIONAL JOURNAL OF ADVERTISING, 2017
https://doi.org/10.1080/02650487.2017.1348329

é Routledge

Taylor & Francis Group

a gap between theory and practice

Riyadh, Saudi Arabia

ABSTRACT

In this research note, we reflect critically on the use of sampling
techniques in advertising research. Our review of 1028 studies
published between 2008 and 2016 in the four leading advertising
journals shows that while current academic literature advocates
probability sampling procedures, their actual usage is quite scarce.
Most studies either lack information on the sampling method used,
or engage in non-probability sampling without making adjustments
to compensate for unequal selection probabilities, non-coverage,
and sampling fluctuations. Based on our results, we call on
researchers to revisit the fundamental aspects of sampling to
increase their research results’ rigour and relevance.

‘i) Check for updates

The use of sampling methods in advertising research:

Marko Sarstedt®?, Paul Bengart®, Abdel Monim Shaltoni® and Sebastian Lehmann?

aDepartment of Marketing, Otto-von-Guericke-University Magdeburg, Magdeburg, Germany; PFaculty of
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Otto-von-Guericke-University Magdeburg, Magdeburg, Germany; dCollege of Business, Alfaisal University,
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Sampling Techniques

Generalization

d Theory Generalization

O Sampling Generalization

Designing Research for Application

BOBBY J. CALDER
LYNN W. PHILLIPS
ALICE M. TYBOUT=*

Two distinct types of generalizability are identified in consumer research. One
entails the application of specific effects, whereas the other entails the application
of general scientific theory. Effects application and theory application rest on dif-
ferent philosophical assumptions, and have different methodological implications.
A failure to respect these differences has led to much confusion, regarding issues
such as the appropriateness of student subjects and laboratory settings.

Calder, B. J., Phillips, L. W., & Tybout, A. M. (1981). Designing research for
application. Journal of consumer research, 8(2), 197-207.



Sampling Size Considerations

0 Sample size has been a major issue in quantitative research.
d The question : "How much is enough”
O Answers to the question will resort to the following aspect:

ad Sampling technique: Probability & Non probability
Q Krecjie & Morgan — Probability sampling
d 10 fimes rules of thumb — per construct
d Rules of Thumb for SEM (Hair et al. 2018; n > 200)
Q G*Power — Based on the complexity of model/framework
0 Gamma Exponential Method (n >146) and Inverse Square
Root Method (n >160) (Kock and Hadaya, 2016)

Sample size calculator
O www.raosoft.com
O www.danielsoper.com
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Sampling Size Estimation Using G*Power
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Sampling Size Estimation Using G*Power
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Sampling Size Estimation Using G*Power
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Sampling Size Estimation Using G*Power

fis G*Power 3.1.9.2 — e

File Edit Wiew Tests Caloulator Help

Central and noncentral distributions | Protocol of power analyses

critical F = 3.13814

Test Farmiby Statistical test
F tasls - Limear multiple regression: Fixed modal, R? deviation from 2ero -

Type of power analysis

& pricri. Compute reguired sample size - given o, povwer, and effect size -
Input FParamsiers CDhutput Parameiers

Datarmine == Effactr siza 2 .15 Moncantrality parameatar X (e Mrdetelalelole

o err prob O.0% Critical F 3. 1381419

Powwer (1 - B err prols) o.80 rlurmeErator dr .'.'1

Mumber of predictors . Denominatcr df Lo g}

Total sample size (=T

avctual powwer 0. 8044183

| - plor Tor a rangs of valuses | I Calculays |

|



How many predictors
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Another Sample Size Criteria

Sample Size (Green, 1991)

Sample sizes based on power analysis
Effect Size
Number of predictors (SO":;;I; M(gi':;“ |(-oal'395<;
1 390 53 o4
2 481 66 30
3 547 76 35
4 599 84 39
S 645 91 42
6 686 97 46
7 726 102 48
8 757 108 51
9 788 113 54
10 844 117 56
15 982 138 67
20 1060 156 77
30 1247 187 94
40 1407 213 110




Reading Material on Sample Size

Journal of Applied Structural Equation Modeling

elSSN: 2590-4221 Journal of Applied Structural Equation Modeling: 4(2), i-xx, June 2020

SAMPLE SIZE FOR SURVEY RESFARCH: REVIEW AND
RECOMMENDATIONS

Mumtaz Ali Memon®*!, Hiram Ting2?, Jun-Hwa Cheah?, Ramavah Thurasamv?*
£ 4 3
Francis Chuah® and Tat Huei Cham?®

‘NUST Bustness School, National University of Sciences and Technology, Islamabad, Pakistan
*Faculty of Hospitality and Tourtsm Management, UCSI University, Serawak, Malaysia
“School of Business and Economics, Untversiti Putra Malaysta, Selangor, Malaysia
‘School of Management, Universiti Sains Malaysia, Penang, Malaysia
*Othman Yeop Abdullah Graduate School of Business, Universiti Utara Malaysta, Redah, Malaysia
“Faculty of Aecountancy and Management, Universitt Tunku Abdul Rahman, Kajang, Malaysia

*mumtazutpl@gmail.com

ABSTRACT

Determining an appropriate sample size is vital in drawing realistic conclusions from research
findings. Although there are several widely adopted rules of thumb to calculate sample size,
researchers remain unclear about which one to consider when determining sample size in their
respective studies. How large should the sample be?’ is one the most frequently asked questions
in survey research. The objective of this editorial is three-fold. First. we discuss the factors that
influence sample size decisions. Second, we review existing rules of thumb related to the
calculation of sample size. Third, we present the guidelines to perform power analysis using the
G*Power programme. There is, however, a caveat: we urge researchers not to blindly follow these
rules. Such rules or guidelines should be understood in their specific contexts and under the
conditions in which they were prescribed. We hope that this editorial does not only provide
researchers a fundamental understanding of sample size and its associated issues, but also
facilitates their consideration of sample size determination in their own studies.

Reywords: Sample Size, Power Analysis, Survey Research, G*Power.



Pre-test / Pilot Test

Pre-test
» Pre-testing is conducted mainly to
address the following issues:
> Length, layout, format, number
of lines for replies, sequencing

> Quality of questions,
respondent’s confusion and
hesitation

» Pre-testing can be conducted
through the following
» Personal interviews, phone or
mail
» Debriefing (after) or protocol
(during)
» Current frend of pre-testing — Card
Sorting technique

Pilot test
> |Is a small scale preliminary study
conducted in order to evaluate
feasibility, time, cost, adverse
events, and effect size in an
attempt to predict the appropriate
sample size and improve the study
design before the full scale survey is
conducted.
> Benefits:
> Appropriateness of questions
» Correctness of instructions
» Information on the whether the
type of survey is effective
» Save financial resource
> To assess if large scale survey
worth the effort
» Cenftral Limit Theorem for pilot test
sample size



Pre-test / Pilot Test

Pre-testing???

* Pretesting (See Hunt et al. 1982)

= \What items?

» Length, layout, format, number of
lines for replies, sequencing

» [ndividual questions, respondents
hesitate

= Dummy tables and analysis (dry run)
=  What method?
= Personal interviews, phone, and mail

» Debriefing (after) or protocol
(during)?

The Pretest in Survey Research: Issues and
Preliminary Findings




Pre-test / Pilot Test

.
Pre-testing

= \Who should do?
= Best interviewers

= Who are the subjects?
= Respondents who are as similar as possible
= Representative vs convenience

* How large a sample?
= Vary from 12, 20, 30 to 100



Pre-test / Pilot Test

https://www.qualtrics.com/blog/6-ways-to-pretest-your-

survey-before-you-send-it/

SU RVEY METHODOLOGY
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Pre-test / Pilot Test

1. Respondent Debriefing

» For this approach, you will need to add several evaluation
questions to the end of your survey for the respondents to
answer.

 These can be open-ended or closed-ended questions and
usually focus on assessing respondent comprehension and
interpretation of survey questions.

« It should also include overall evaluations of the survey content,

time, satisfaction and difficulty.



Pre-test / Pilot Test

L —
2. Cognitive Interviewing

« “Cognitive interviews” are a good way to really understand what is going

on the minds of vour respondents when they are answering your

questions.

* These are typically performed face-to-face with a small sample of 5-15
respondents.

* As the respondents answer each survey question, they are asked to
“think aloud,” which can include paraphrasing, providing retrospective
thinking or providing judgments of their confidence in what each

question means.



Pre-test / Pilot Test

3. Expert Evaluation

» Your survey can be dramatically improved by feedback from two types of

experts:

1. topic experts that have deep knowledge and expertise about the
subject matter of your survey, and
2. survey methodologists that have expertise in how to collect the

most accurate data for your research question.

* These expert evaluations can help shape the content and form of your

survey and result in better data quality and more valuable insights.



Pre-test / Pilot Test

4. Focus Groups

* In the preliminary phases of questionnaire development, it can be

very helpful to ask a focus group discuss your survey.

» These discussions, which are usually semi-structured discussions
between 7-15 people led by a moderator, are particularly
helpful for clarifying basic concepts in the survey and
evaluating perceptions of respondent burden or topic

sensitivity.



Pre-test / Pilot Test

5. Experiments

« Splitting a pre-test sample of respondents into groups and testing
different variations of your survey design and content can be very
powerful for understanding the results you will get when you field your

main survey.

» These experiments are particularly useful for understanding how
changes in question wording, questionnaire design, visual layout,

question order, and many other methodological factors may

influence the data you collect.



Pre-test / Pilot Test

6. Pilot Test

« Testing the final version of your survey on a small sample of your target
population is critical - it can give you a sense of the kind of responses you will

receive and any issues that may arise during the real survey period.

» Pilot studies often serve as a ‘dry run’ and are typically done just before fielding the

survey to the entire sample.
« Itis usually a good idea to include some evaluative questions, such as respondent

perceptions of the length or difficulty of the questionnaire, satisfaction with taking the
survey, etc.

« At Qualtrics we typically recommend that our customers use a sample of about 50
respondents for these pilot studies, or ‘soft launches,’ unless you need to do

additional testing across different demographics.



Pre-test / Pilot Test

The Current Trend of Pre-
Test to check on Content-
Validity

Considering that the measures came from different sources, we conducted card
sorting exercises to test the reliability and validity of the study’s measurement items,
following the method suggested by Moore and Benbasat (1991). The card-sorting
judges were formed by one work professional, an academic scholar, and a research
student. In the first round of the exercise, the judges were not provided with the
construct names but were asked to label each item. In this round, the correct hit ratio
was 85 percent. Based on the feedback provided by the judges, we revised some
ambiguous wordings and the revised measures went to the second round of card
sorting exercise conducted by a second group of judges with the same characteristics
as the first group. In this round, the names of constructs were provided. A 97 percent
correct hit ratio was achieved in this round, which indicates sufficient item-construct
reliability (Moore and Benbasat, 1991) and so we did not proceed with a third-round of
card sorting.
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Abstract

Purpose — This paper aims 0 develap a research mode] thar expling how instant messaging (IM])
techoolegies enable employ ees 1o e empowerad.

Dresig n'methodolog ywWapproasch — The paper mses survey of 253 Chinese work profe ssionals with
respect o their p=e of IM tools at work,

Findings — IM does empower woark teams via shaping the zocial networks and facilitating knowledge
ghanng m the workplace, esulting in heightensd team performance.

Research lmitatons/implications — The survey was oondicted in Chins so genemiization o
ather national contexts & tentative. It focuses on the bright side of IM, bt neglects the dark side e g
SECITiTY conoems and work intermiptions.

Practical implications — IM is not only a social toal, itales hes the potential to confribuote o work
teamE. However, IM canncg achieve hetter work perfomuance alone. Tts contribastion fo streng then the
zocial networks af work & also oritical. These social etworks &t work can enable employess o
averoome peychalogical tamers to knowledge sharing.

Originalityfvaloe — Stdies of IM in the work place have not previously oonsidered social network
perspectives, nor the valme of such IM-facilitated social networks for work performance. This large
scale mmvey of work pmfessionals across foar locations in China prowides evidence for the
onnsiderable positive impacts of IM on warle

Keswords Soctal erwories, Knowledge sharing, Team wordng, China, Commmmication technologries
Paper type Research paper

1. Introduction

Instant mesaping (IM) technology is currently growing rapidly in a variety of
contes iz, An IM has the capability to conned individuals mstanty, thus enabling
almnst real time interaction ina cst-effectve manner, unlike other CMU tools such as Emerald

e-mail, video conferencng and online communities. Although IM is widely used in
social contexis, i adoption in the work place remains controversal. The confroversy
is associated with the difficulbies involved in specifving organizational benefits, o
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Pre-test / Pilot Test
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Marketing survey research best practices: evidence
and recommendations from a review of JAMS articles
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Abstract Survey research methodology is widely used in mar-
keting, and it is important for both the field and individual
researchers to follow stringent guidelines to ensure that mean-
ingful insights are attained. To assess the extent to which mar-
keting researchers are utilizing best practices in designing, ad-
ministering, and analyzing surveys, we review the prevalence
of published empirical survey work dunng the 20062015 pe-
riod in three top marketing journals—Journal of the Academy
of Marketing Science (JAMS), Journal of Marketing (JM), and
Journal of Marketing Research (JMR)}—and then conduct an
in-depth analysis of 202 survey-based studies published in
JAMS. We focus on key issues in two broad areas of survey
research (issues related to the choice of the object of measure-
ment and selection of raters, and issues related to the measure-
ment of the constructs of interest), and we describe conceptual
considerations related to each specific issue, review how mar-
keting researchers have attended to these issues in their pub-
lished work, and identify appropriate best practices.

Surveys are ubiguitous, used to inform decision making in
every walk of life. Surveys are also popular in academic mar-
keting research, in part because it is difficult to imagine how
certain topics could be studied without directly asking people
questions, rather than, say, observing their behaviors, possibly
in response to different experimental conditions manipulated
by the researcher. In their review of academic marketing re-
search published in the Joumal of Marketing (JM) and the
Journal of Marketing Research (JMR) between 1996 and
2005, Rindfleisch et al. (2008) found that roughly 30% of
the articles—representing 178 published papers—used survey
methods. In this research, we conduct a follow-up investiga-
tion of the use of surveys during the decade since their review
(ie., 2006 to 2015), adding the Journal of the Academy of
Marketing Science (JAMS) to the set of journals studied since
(1) many articles published in JAMS rely on surveys and (2)
JAMS has an impact factor comparable to SM and JMR. We
classify each article as either survey-based or non-survey-
based empincal work, as a conceptual paper, or as something

. SRR R E R R R




Common Method Variance

Methods variance and its effects are at the center of a debate in
organizational science. Most of the debate, however, is focused
on the prevalence of common methods variance and ignores
common methods bias, or the divergence between observed and
true relationships among constructs. This article assesses the
level of common methods bias in all multitrait- multimethod
correlation matrices published over a 12-year period in a set of
six social science journals using a combination of structural
equation modeling and meta-analysis.

The results indicate that only 46% of the variation in
measures is attributable to the constructs, that 32% of the
observed variation in measures is attributable to common
methods variance, and that common methods variance
results in a 26% bias in the observed relationships among
constructs. This level of bias is cause for concern but does not
invalidate many research findings.

Common Methods Bias: Does Common
Methods Variance Really Bias Results?

D. HAROLD DOTY
Syracuse Universify

WILLIAM H. GLICK
Arizona State University

Methods variance and its effects are a l.'u center of a debate in organizational
science. Most of ihe debate, howeve facused on the prevalenice of common
methods variance and ignores common methods bias, or the divergence between
observed and iree mhnmuli ips siructs. This article assesses the level
af comptan methods bias in all wltimethod correlation matrices pub-

lished aver a I2-year per Mm‘ in a ger of six social science journals using a
cambumrow af structural e qmm r.vmddm and meta-analysis. The resulis
indicate th 5% o the var

that 32% of the observed variation i ik method)

variance, and that common methods variance results ina 26% bias in the observed

ne]'ﬂnamrkp s among corsirucis. This level of bias is cause for concern but does
ot invalidate many research findings.

Construct validity is a e 1o ping and testing

tional theories. Conclusions from orgamzauonal research that lacks sufficient con-
struct validity may be based on m—nfam or inadequacies in the research rather than on
the theorel tically specified hips among Simply stated, if re-
searchers fail to measure what they purpornt to measure, they are likely to draw the
wrong conclusions from their data.

One of the primary threa L l.u construct validity in the organi muuml sciences
varianc ccurs when the

systematic variance into thr. measure. This systematic error variance can cause
observed relationships to differ from the true hips among i

AuthorsNose; The muthon i il C. Ganster, Ni Jerry G, Hunt, G, Douglas
Jeskins, Jr. (posthumausty), Mark Peterson, Lamy J. Williams, and thes snonymous reviewers for helpful
comments on previous versions of this article, and Rick Bagozzi, John C. Lochlim, Ingram Olkin, and Thomss W,
Sager for advice on the duta analysis. A previous versson of this anticle was presented at the Research Methods
Division of the Academy of Managemens for the 1989 Annual Meetings, Washingion, DC.

Research Merhads, Vil

Organizarional 0. 4, Deoaber 1998 174406
© 1804 Sage Publications, lac.
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Common Method Variance

d CMV is the amount of spurious correlation

between variables that is the result of
using the same measurement method to
measure each variables

CMV may lead to erroneous conclusion
about relationships between variables by
inflating/deflating findings

CMV needs to be examine when data
are collected via self-reported
questionnaires and, in particular, when
the same person is answering on both
predictor and criterion variables

Q Two ways to control for CMV

Ex Ante Approaches (Procedure)
» Collect data from different source
» NO - Reduce CMYV through
questionnaire design
» YES — Collect Pre / Post Survey

Post Ante Approaches (Statistical)
» Complex model specification

» Partial out / control for latent
Harman Single Factor test
Partial correlation method
Social desirability construct
Correlation matrix

0 Procedural control
Q Statistical control

VVVVY

Measured Latent Marker
Variable

Full Collinearity

Unmeasured Latent Method
Construct

VYV VY




Understanding Data Source

* Single Source
* Multiple Source

* Multilevel




Single Source Data

TTT

Same Source — Same Method

Employee Employee

Personality Performance

Primary Data Primary Data

1

Y2

Y3

LId




Multiple Source Data

Multiple Source — Same Method

Personality Performance

4

b > b

Employee Supervisor

Primary Data Primary Data



Multiple Source Data

Multiple Source — Different Method

(s3] x

Personality — — Perfromance
Score
Employee Annual
Evaluation

Primary Data Secondary Data



Multilevel Modeling

Organizational
level
R = ____"'_;:}:-h —_—
‘;-’f---- ki e ="
Individual level ( Employos i =20 ]
\ well-being ./ \\ involvement /
L _____,_,—-"--. '-\-_____ ___,__,—'-’_'
Mean SD 1. 2 3 4 5
Ovgarnization level (n= 50)
1. Company size 6.88 1.60 0.06
2. HPWS 4.42 0.58 (0.76)
Individual level (n = 451)
3. Year of service 7.65 6.76
4. Emplovee well-being 4.06 0.57 0.07 (0.91)
5. Job involvement 3.89 0.73 01 7F* 0. 19%* (0.81)

Notes: Coefficient as are on diagonal. *%H < 0.01




Common Method Variance

Steps to reduce CMV

5.B. MacKenzie, EM. Podsakoff / Journal of Retailing 88 (4, 2012) 542-555

Ability Will
to Answer Answer
Accurately Accurately

Capability
of Person

Maotivation
to Answer

Accurately




Common Method Variance
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ABSTRACT

Merriam-Webster defines heresies as “dissent or deviation from a dominant theory, opinion, or practice.” This
Joumal of Business Research special issue and the editorial examine heresies and sacred cows in marketing re-
search. Seven papers investigate different aspects of typical academic business journal presentations. Each man-
uscript critically analyzes generally accepted practices for the pursuit of publication in academic journals and
reveals ways these practices may do more harm than good, hindering the goal of presenting true growth of
knowledge through publication. The editorial provides an integrative schema for the manuscripts in the spedal
issue. Providing aseries of broader topics to tie the papers together, this special issue illustrates how the findings
of each study can help improve our pursuit of knowledge. In addition, the editorial discusses heresies and sacred
cows not covered by manuscripts in the current issue. The editorial condudes with recommendations for both
authors and reviewers that may enhance the approach to research, methodologies employed, and reporting of
scholarly research.

© 2015 Elsevier Inc. All rights reserved.




Remedy to CMV

* If we find evidence of common method bias, is there anything
we can do to eliminate or at least reduce it?

* The answer is arguably “yes”, and, given the focus of our
discussion, the steps discussed by Kock & Lynn (2012) for

dealing with collinearity are an obvious choice:

1. indicator removal,

2. indicator re-assignment,

3. latent variable removal,

4. latent variable aggregation, and

5. hierarchical analysis.



Reverse Coding Issue

ATTITUDE

My information sharing with other
organizational members is good

My information sharing with other
organizational members 1s an enjoyable | 1 2 |3 4 | 5
experience

My information sharing with other
organizational members 1s valuable to 1 2 | 3|14 |5
me

My information sharing with other
organizational members 1s a wise move




Reverse Coding Issue

Journal of Cross-Cultural Psychology

http://jcc.sagepub.com/

The Relation Between Culture and Response Styles : Evidence From 19 Countries
Timothy Johnson, Patrick Kulesa, Isr Llc, Young Ik Cho and Sharon Shavitt
Journal of Cross-Cultural Psychology 2005 36: 264
DOI: 10.1177/0022022104272905

Do Reverse-Worded ltems Confound Measures
in Cross-Cultural Consumer Research? The
Case of the Material Values Scale

NANCY WONG
ARIC RINDFLEISCH
JAMES E. BURROUGHS*




EFA vs CFA

Exploratory Factor Analysis

» Explore data and provide fthe
researcher with information about
how many factors are needed fto
best represent the data. Al
indicators are related to every
factor by a factor loading estimate

> Is based on software decision in
which the result are produced from
correlation statistic result but not from
theory.

» Can be performed when little is
known about factor structure

Confirmatory Factor Analysis

>

>

>

Is based on well-developed
measurement theory to confirm
that the indicator is measuring
the consfruct.

Is used when a priori factor
stfructure exists.

When conducting CFA, one
cannot drop more than 20% of
the items in the model. Doing so
one has to resort to EFA.

It is not entirely appropriate to
conduct CFA based on EFA
results and that CFA and EFA
cannot be conducted using the
same set of data (Kline, 2015;
Green et al., 2016)



EFA vs CFA

Article

Organizational Research Methods
1-32

Getting Through the Gate: © The Author(s) 2016

Reprints and permission:

. . . sagepub.com/journalsPermissions.nav
Statistical and Methodological Dé.‘?.o...;hy’.f.oma..sm.7
o - . . orm.sagepub.com
Issues Raised in the Reviewing ®SAGE
Process

Jennifer P. Green', Scott Tonidandel?
and Jose M. Cortina'

Issue Recommendation References

There are issues with choice EFA is more appropriate when little is known Bandalos and Boehm-
of EFA or CFA (e.g., why about factor structure. If an a priori factor Kaufman (2009); Floyd and

EFA instead of CFA, or structure exists, then CFA is more Widaman (1995); Henson
vice-versa). appropriate. and Roberts (2006)
Authors conducted EFA and  Factor structure from an EFA should be Henson and Roberts (2006)
CFA on same data set. confirmed with CFA on a different data set.
Authors used questionable Be aware of best practices for factor analyses, O’'Connor (2000); Zwick and
factor analytic methods such as EFA methods to determine the Velicer (1986)

(e.g., improperly eliminated = number of factors to retain (e.g., parallel
items in CFA/ SEM). analysis).




CFA vs CCA

CCA
Confirmatory Composite Analysis

CFA
Confirmatory Factor Analysis

Total Variance

Both Exploratory and Confirmatory

Analyzes Independent and Dependent Variables Together, but
Focuses on Measurement Confirmation

Objective is Confirming Measurement Models and also Prediction
of Dependent Variables

Composites (constructs) are Correlated

Reliability Examined

Typically Composite Reliability

Reflective Measurement Models

Convergent Validity

Reflective Measurement Models

Discriminant Validity

Construct Composite Scores applied in Structural Modeling

Construct Composite Scores
are Determinant

Common Variance Only

Confirmatory Only

Analyzes All Variables Together as
Measurement Models

Objective is Confirming Measurement
Models

Composites (constructs) are Correlated

Reliability Examined

Typically Composite Reliability
Reflective Measurement Models
Convergent Validity

Reflective Measurement Models
Discriminant Validity

Construct Latent Factors applied in
Structural Modeling

Construct Factor Scores

are Indeterminant




CCA by Hair et al. (2020)
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Assessing measurement model quality in PLS-SEM using confirmatory n

. . Chack for
composite analysis e
Joe F. Hair Jr.**, Matthew C. Howard?, Christian Nitz]”
® Department of Marketing & Quantitarive Methods, Mitchell College of Business, University of South Alabama, Mobile, AL, USA
b Center for Intelligence and Security Studies, University of the German Armed Forces, Munich, Germary
ARTICLE INFO ABSTRACT
Keywords: Confirmatory factor analysis (CFA) has historically been used to develop and improve reflectively measured
Confirmatory composite analysis construets based on the domain sampling model. Compared to CFA, confirmatory composite analysis (CCA) is a
ccA recently proposed alternative approach applied to confirm measurement models when using partial least squares
PLS-SEM g : structural equation modeling (PLS-SEM). CCA is a series of steps executed with PLS-SEM to confirm both re-
E;iﬁmatm} factoc muialysly flective and formative measurement models of established measures that are being updated or adapted to a

different context. CCA is also useful for developing new measures. Finally, CCA offers several advantages over
other approaches for confirming measurement models consisting of linear composites.

Measurement model confirmation




CCA by Schuberth et al. (2020) & Henseler (2020)

Table 1 Main differences between confirmatory composite analysis and the method of confirming meas-
urement quality

Confirmatory composite analysis Method of confirming measurement quality
(CCA, Schuberth et al. 2018) (MCMQ, Hair et al. 2020)
Purpose: Assessing composite models Confirming the quality of reflective and
formative measurement models
Steps: Model specification, model identi- Seven steps to assess reflective measurement
fication, model estimation, model models and five steps to assess formative
assessment measurement models
Relation to PLS: Not tied to PLS, but it can serve asan  MCMQ is the evaluation step of PLS-SEM
estimator
Role of Fit: Assessment of model fit is an essential MCMQ does not require the assessment of
step of CCA model fit
Efficacy: Evidence of its efficacy (mathematical Counterevidence of its efficacy

and empirical)

Review of Managerial Science
https://doi.org/10.1007/511846-020-00405-0

ORIGINAL PAPER

Check for
updates

Confirmatory composite analysis using partial least
squares: setting the record straight

Florian Schuberth!



Missing Value Imputation

Traditional Trend of MV Imputation
s No replacement

¥ Mid point of the scale
*:o Random number
% Mean value of other respondents
% Mean value of other responses

Current Trend of MV Imputation

% Full Information Maximum
Likelihood (FIML)

> Expectation Maximization (EM)
Mul’rlple Imputation (MI)

00 00

ROGER BOUGIE | UMA SEKARAN

RESEARCH METHODS
FOR BUSINESS

https://www.youtube.com/watch?v=

P57sC7sGVmS8
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Other Issue: Non-Response Bias

Non-Response Bias

= The most commonly recommended protection against non-

response bias has been the reduction of non-response itself.

= Non-response can be kept under 30% in most situations if
appropriate procedures are followed (Linsky, 1975).

= Another approach to the non-response problem is to sample non-
respondents (Hansen & Hurwitz, 1946). For example, Reid (1942)

chose a 9% subsample from his non-respondents and obtained

responses from 95% of them.



Other Issue: Social Desirability Measure

Social Desirability Measure

Fischer and Fick (1993) shortened version (X1) of Crowne

and Marlowe (1960) Social Desirability Scale

1.
2.

| like to gossip at times
There have been occasions where | took

advantage of someone

I'm always willing to admit it when | made a mistake

| sometimes try to get even rather than forgive and
forget

At times | have really insisted on having things my
own way

| have never been irked when people expressed
ideas very different from my own

| have never deliberately said something that

hurt someone's feeling

Entca L AND PEVEHOLOGICAL MEastmewnnT
1993, 5

MEASURING SOCIAL DESIRABILITY: SHORT FORMS OF
THE MARLOWE-CROWNE SOCIAL DESIRABILITY SCALE

DONALD G. FISCHER' AND CAROL FICK
University of Saskatchewan, Saskatoon, Canada

A practical difficulty with the Marlowe-Crowne Social Desirability
Scale (SDS) is its length. Preferring a shorter measure of social

re chers have devised & number of short forms of
5 mtory facto ana!ym o
in measuring social
short forms of SDS
rwu models (X1 and X2} provide the best measures of
ability, (b) improved measures of all of the models can
be constructed, and (c) improved measures o f the dimensions,
denial and alnihulion. thought to measure the latent construct of
social approval can also be constructed.

Tue Marlowe-Crowne Social Desirability Scale (SDS) was devel-
oped as a means of measuring socially desirable responding (Crowne
and Marlowe, 1960). The SDS contains 33 true-false items describ-
ing culturally approved behaviors with a low probability of occur-
rence and is generally used in conjunction with other self-report
measures to control for socially desirable response tendencies in
personality research. A practical difficulty with the SDS for many
users is its lemgth. Mot surprisingly, a number of short forms of the
SDS have emerged, devised with the aid of factor analysis on the
original scale {Reynolds, 1982; Strahan and Gerbasi, 1972). Strahan
and Gerbasi (1972) produced two 1-item short forms and onc
20-item short form (the 10-item scales combined), while Reynolds
(1982} developed three scales, each with 11, 12 and 13 items,

Requests for reprints should be senl o Donald G, Fischer, Department of
Psychology, University of Saskatchewan, Saskatoon, SASK., Canada S7H W0

Capyright £ 1993 Educational and Psychological Measurement, Inc.
417




Type of Analysis

i. Parametric

« Assumption-Normal Distribution

ii. Non-Parametric

» Assumption- Distribution Free

[1=0, 07=02, =—— -
f=0, 0?=10, = 1

[=0, 0?=50, = |
f=-2, 02=0.5, ==




Details difference of type of analysis

BASIS FOR COMPARISON PARAMETRIC TEST

NONPARAMETRIC TEST

Meaning A statistical test, in which
specific assumptions are made
about the population
parameter is known as

parametric test.

Basis of test statistic Distribution
Measurement level Interval or ratio
Measure of central tendency RVEENQ

Information about Completely known
population

Applicability Variables
Correlation test Pearson

A statistical test used in the case
of non-metric independent
variables, is called non-
parametric test.

Arbitrary
Nominal or ordinal
Median

Unavailable

Variables and Attributes

Spearman



Details difference of type of analysis

Predictor / Covariate / Independent Variable

1 Variable
2 Categories
Between-subjects

Non-Parametric Test

Criterion /| Measure /| Dependent Variable (Continuous)

Parametric Equivalent

Mann-Whitney U Test

(Nonparametric Tests - Legacy Dialogs

= 2 Independent Samples)

Independent £ Test

1 Variable Wilcoxon Signed Rank Test
E %Viﬁtegoges t (Nonparametric Tests = Legacy Dialogs Paired t Test
= iN-subjects > 2 Related Samples)
3
< | 1 Variable Kruskal-Wallis H Test
QO | > i =
i o (Nonparametric Tests - Legacy Dialogs Sae- ey ANOVA
BEIWEE"-SUDJEHS =2 K Independent Samples)
1 Variable Friedman Test
- :
2_C_atego_rles (Nonparametric Tests > Legacy Dialogs PRpRai Mo s EHOVA
Within-subjects - K Related Samples)
© Spearman’s p (rho)
E 1 Variable Pearson’s r
(&) (Correlate - Bivariate - & Speamman )




Number of Variables Involved

i. Univariate
L +x+ytZa+ 2

::’-&v ..glirn h-->0,
o0 ° ° =U'XNn Ix-12- -rﬁ]
ii. Bivariate T G A

iii. Multivariate

UNIVARIATE, BIVARIATE,
AND MULTIVARIATE
STATISTICS USING R

i' Ui )
10 W QUANTITATIVE TOOLS FOR

% 7 JATA ANKDYSIS AHD DATA SCIENCE

10 1 O

WILEY




Levels of Measurement

(1) Nominal
« Assigns a value to an object for identification or classification purposes.
* Most elementary level of measurement.

(2) Ordinal

« Ranking scales allowing things to be arranged based on how much of
some concept they possess.

(3) Interval
 Inferval scales have both nominal and ordinal properties.

» But they also capture information about differences in quantities of a
concept.

(4) Ratio
» Highest form of measurement.

* Have all the properties of interval scales with the additional attribute of
representing absolute quantities.

* Absolute zero.



Steps to Determine Scales of
Measurement

Nominal
Alpha Order? /
Numeric \

Ordinal

Data Q 1 Q2

WO
)'es
) Interval
.“
o
N umeric Zero? /

Tre

Ratio



Summary of Scales by Data Level

Scale Type Characteristics Empirical Operations
Classification (mutually exclusive and Count (frgquency dlstrlbuthn); mc_)de as central
. . . . tendency; No measure of dispersion
Nominal collectively exhaustive categories), but no . . .
: . Used with other variables to discern patterns, reveal
order, distance, or natural origin . .
relationships
. Classification and order, but no distance or Determination of gr_eatgr or Ie§ser vglue
Ordinal . Count (frequency distribution); median as central
natural origin i . L
tendency; nonparametric statistics
Determination of equality of intervals or differences
e . Count (frequency distribution); mean or median as
Classification, order, and distance (equal ) ) o
Interval . - measure of central tendency; measure of dispersion is
intervals), but no natural origin - , . i :
standard deviation or interquartile range; parametric
tests
Determination of equality of ratios
Ratio Classification, order, distance, and natural Any of the above statistical operations, plus

origin

multiplication and division; mean as central tendency;
coefficients of variation as measure of dispersion

© 2019 McGraw-Hill Education. 11-83



Mathematical and Statistical Analysis of Scales

* Discrete Measures

 Measures that can take on only one of a finite
number of values.

 Continuous Measures

* Measures that reflect the intensity of a concept by
assigning values that can take on any value along
some scale range.



Data Preparation

. Data enftry (Will show mcmuc:lly)

i. Data Screening (Will show manually using excel)
. Missing Values

Iv. Data Cleaning

v. Compute & Recode

vi. Assumptions (i.e., Common Method Bias,
Reliability, and Validity using EFA)

Note: All these can be done via Excel, SPSS, and some web soffware

fools.



Handling Blank Response

 How do we take care of missing response?
o [f > 25% missing, throw out the questionnaire

- If majority data point missing for dependent variable, throw
out the particular questionnaire

« Other ways of handling
« Use the midpoint of the scale
* [gnore (system missing)
* Mean of those responding
 Mean of the respondent
« Random number

- Advanced ways of handling
* Full Information Maximum Likelihood (FIML)
« Expectation Maximization (EM)

* Mul’riple Impu’ro’rion (Ml) https://www.youtube.com/watch?v=P57sC7sG
Vm38



https://www.youtube.com/watch?v=P57sC7sGVm8

Detecting Missing Data

Transform Insert Format |[Analyze| Graphs Utilities Add-ons Wind Help E Frequencies
@ |@ ‘ i ' ‘ — NosiabeS: Statistics...
Descriptive Statistics Frequencies... - &b stvakue1 [val1]
| ‘ . . ‘ Compare Means [3 E Descriptives... Ehmndmt'ugc[... E| .ﬁst-raluz[mlz] Charts...
— General Linear Model » & Explore ||| | #% Respondents gend... &b st-value3 [val3]
; | T eneral Lingar @ Respondent’s edu...
E| :_', Generalized Linear Models # E Crosstabes... ﬁﬁmt’f 3
Mixed Models » [ Ratio... & loyaity1 foy1] —_—
Correlate » Bl P-PPiots.. & loyalty2 foyZ]
: Q-Q Plots... & loyalty3 floy3]
Regression UL _ D oty oyl il
Loglinear ] _
Classify . [7] Display frequency tables
100 Dimension Reduction  » Med | o ”_ Paste “ Reset J|_ Cancel ][ Help J
— Scale » E |
Statistics

staaluet | stvalue? | stwalued
] Walid T 297 209
| Missing 24 43 41




Handling Missing Data

2. Include each variable
that has values that need

imputing q

File Edit View Data ﬁramfum| Analyze Graphs Utilities Add-ons -
% H E% B | Compute Voriable... [ Replace Missing Values w
= E Count Values within Cases... HE‘H' \I'aiﬂ@}:
Shift Values... & 1D Number [id] - vall_1 = SMEAN(val1) -
& Respondent's age ... val2_1 = SMEAN(val2) Qi
186 [B Recode into Same Variables... &b Respondent's gend... |E val3_1 = SMEAN(val3)
187 #] Recode into Different Variables... a; Respondent’s educ... loy1_1 = SMEAM(loy1)
158 3 %] Automatic Recode... & Respondent's incom... loy2_1 = SMEAN(loy2) >
fb2 Visual Binning... o stvalue1 [vall] MName and Method
189 & stovalue2 [valZ Name: [ Change
190 9 BH Rank Cases... & st-value3 [val3] oLl Ll
191 5 o &b loyaity1 floy1] Method: series mean -
Date and Time Wizard... & loyaty2 foy2] _
f -
192 7 Create Time Series... & loyaity3 loy3] S:a::“:'w ik . \
193 [0 B Replace Missing Values... &; loyalty4 Lluar*'] AT B R )
194 9 ' Randorn Number Generators... v
195 L‘“‘ J[ paste |[ Reset || cancel || nep |
== B Run Pending Transforms Ctrl+G

/

W

3. For each variable you can
choose the new name (for
the imputed column) and
the type of imputation




Detecting Univariate Outliers

50%
| should fall
within the
box 99%
should fall
" B | within this
range
,4-|

4792 47359 3253 2110 3258
(o] o o 4739
3258 4735 2197
1667

st-value st-valuel st-value3




Example - Recoding

Perceived Enjoyment

PE1 | The actual process of 1 3 6 (7
using Instant Messenger is \__
pleasant

PE2 || have fun using Instant 1 3 §) /7\
Messenger \__

PE3 | Using Instant Messenger @ 3 6| 7
bores me

PE4 | Using Instant Messenger 1 3 /6\ /
provides me with a lot of \__/
enjoyment

PE5 || enjoy using Instant 1 3 9

Messenger

©




Recoding - Command

(=] IM SAMPLE. sav - SPSS Data Editor
File Edit “iew Data

= || S| ] [

Hl Recode into Same Variables

|2Cl - re? Mumeric YWariables: Ok |

= @ rcd ~ S ped S

id & pocml T Pacte | re3 pcmi PCm « |
1 1 @ pomi 7 5] 5
5 5 > pom3 = | E Feset | 6 6

> pomd
3 3 @ pel Cancel | T T
@ pel
4 4 > po - | 4 5
5 5 & peb 4 5
Dld and MNew Walues... |
£ 5 %F’Lﬂ 5 5 o
ue
7 v e EuS 3 If... | [optional case selection condition) 5 5
a 3 - : — T K
2! > 7 5
10 11 = =
11 11 — Old walue Mew walue 4 5
12 11 | @ “alue: I m “alue: I  System-missing 5] 4
13 11| ¢ Swsterm-missing 3 5
. Qe —> Mew:
14 14 i System- or usermissing g 157 7 5
15 14 | « Range: 2—>h6 4 4
16 L I through | Change | 3225 4 3
17 1] i Range: = | 5E—>3 3 4
18 1 Lowwest thraugh I g:;? 5 7
19 1 i Range: G 5
— -4 I through highest S I
21 2 5] 4
el ] " Allotherwvalues Continue | Cancel Help | 5 il
4 | » [y Data View £ Variable View f |« | Bal

|SF>SS Frocessor is ready | | | |




Computation

Analyze Graphs  Utlite

DATA.sav - SPSS D

File  Edit

=S| = oo
1:

Wiew  Data

indow  Help

Computs, ..
Recode r

Ei Yisual Bander... |

Share2

Share3

var | war | var

=1 =1 =1 =1 =1 WA -

arel
Count...
Rark Cases...
Automatic Recode..,

Date/Time...

Create Time Series...

Replace Missing Valles. ..
Random Mumber Generators...

| = ;| | = wf =

JENY DY Y Y
L) kol =) Of o

—
™

] =] =
) | |

L) JLENY RN o] OV QLY AR AN O] Y ) () ] T O Y S ] e
| = | | & wr] =) O|o| ol - o|g] &) w2 o

w -
w w
R R R N R S R o S N R S R I R R N R (R I NL IRT  ]

LR LI S I e N N Y N S N S S S O S e O S S N T N R N ST P N T ST S

OIS I S S A SN e SO N SR PUIRE PR S [, TS IS IR PN AN I PUT R S T (VTR P I SR R PR o
LTI S O e & [ S T S [ A e R IR ST LI ST TR SR SN AU R SVl o

AN
~|lo

4
3
3
4
4
2
2
3
4
4
4
4
5
5
5
4
3
3
4
3
3
5
3
4
4
5
3

/

4| » [yData View { Variable View

[, I8, IR SN S C S S T SN I =Y SN SN SN SR SN S S IS, [ [ [ [, [, [, [, IR SN SN, [, 1R, RS SR SRR SN, [ SUIRR SN, [N SN, R 8

R N R N N N T T e I S N S e e S N N N N T N N T N P N T T S

SPSS Processor s ready




Computing New Variable - Command

DATA.saw - SPSS Data Editor
File Edit ‘iew Data T T
=|H|S m| o
1:

Analyze Graphs

Recod r

Uti“tief“rindow Help

Pbc | %4 I Pl p— Y I I I L I I I I I e
; 2 Yisal Bander... B Compute Variable @
= a7, Count.. ] } i ian:
B 27 Rank Cases Target Variable: Murneric Expression:
= 514 o |Attitude = |MEARN(at1.a12.af3,attd,at5)
- all Automatic Recode...
7 3 Twpe & Lakel... |
3 5. Cate/Time... N
13 j Create Time Series... @ Id A [T ——
= 5 Replace Missing Values... ®r§5p§'”59 j <| s ﬂﬂﬂ Tep—— -
12 47 Random Mumber Generators... g@e; & Miscellaneous B
13 3 @O?ganization J ﬂﬂ ﬂﬂﬂ Missing Yalues
14 4/ Z o~
e (LR CUEN B ) S Y DY = ETPTEY o
L —m——— Dot ]l o] Search
=1 = Significance B
i 3 3 3 3 gEducaﬁun [~ ()| Delete E 3
Feward [T —
53 3 3 3 3 % Peward? MEANnumesxpr.numesxprl...]). Numeric. Functions and Special Yariables:
53 3 3 3 3 & Reward3 Returns the arithmetic mean of its argquments Chvar
= a a 3 3 4 Fiecip that hawve valid values. This function requires bl
> 4 4 3 3 4 Recip? twea or mare arguments, which must be
75 4 4 5 4 & Recip3 nUmeric. y'ou can specify & minimurm nurmber Min
26 4 4 5 4 @ Recipd ofwalid arguments for this function to be od
27 4 5 5 4 4 Recips evaluated. Sum
28 5 5 5 5 & Swl Yariance
29 5 5 4 4 @ Sw? 2
20 4 4 3 4 i T —
31 3 3 3 3
25 j j g g If... (optional case selection condition)
34 3 3 4 4
35 3 3 4 4
38 4 5 4 4 Ok | Faste | Feset | Cancel | Help |
37 3 3 4 4
38 3 4 4 3 q P = — = -
33 4 4 4 4 5 4 4
40 5 5 5 5 5 5 5
41 3 3 3 3 5 5 5
4| » |\Data View £ Variable View [ [« |

SPSS Processor is ready

WEl .




Data after Transformation

DATA. sav - SPSS Data Editor
File Edit view Data Transform Analyze Graphs Utliies Add-ons  wWindow  Help

= (=S| B®| o] =[k] @l Fle= BER v ol

1 : filter_$ 1
Share1 | Share2z | Shared | Aftituds | subjective | Phoontrol | Intention | Actual n war | var var war war var .
1 4 4 4 4.40 375 475 4.20 4.00[0
2 5] 5 5] 4.00 4.25 3.50 4.40 5.00
3 4 4 3 4.00 375 3.50 4.00 3.67
4 5] 5 5] 4.60 375 3.00 5.00 5.00
5 4 4 4 4.80 375 5.00 4.60 4.00
&} 3 3 3 4.20 375 4.50 4.00 3.00
7 5] 5 5] 4.80 5.00 3.00 5.00 5.00
8 3 4 4 2.80 3.50 4.50 3.20 3.67
9 4 4 5] 4.00 375 3.50 4.00 4.33
10 4 4 4 4.20 375 3.50 4.00 4.00
11 4 5 4 4.80 375 3.00 5.00 4.33
12 4 5 5] 4.00 4.25 475 4.40 4.67
13 4 5 4 4.00 375 3.50 4.00 4.33
14 5] 4 4 4.00 4.00 3.50 4.00 4.33
19 4 4 4 4.00 375 4.00 3.80 4.00
16 4 5 4 4.00 375 3.00 4.00 4.33
17 4 5 4 4.00 375 3.00 4.00 4.33
18 4 5 4 4.00 4.00 4.00 4.00 4.33
19 4 5 4 4.00 375 3.50 3.60 4.33
20 4 5 4 3.80 375 2.00 3.20 4.33
21 5] 5 5] 5.00 4.00 2.00 4.00 5.00
22 5] 5 5] 4.80 5.00 3.00 5.00 5.00
23 4 5 4 4.00 375 3.50 4.00 4.33
24 4 5 4 4.00 4.00 3.50 4.00 4.33
25 4 4 4 4.00 375 4.25 3.80 4.00
26 4 4 4 4.20 375 4.25 4.00 4.00
27 4 4 5] 4.00 375 4.50 4.00 4.33
28 4 4 5] 3.80 3.00 5.00 4.00 4.33
29 4 4 5] 4.00 375 4.50 4.00 4.33
30 4 4 5] 3.80 4.25 375 4.00 4.33
31 4 4 4 4.00 375 3.00 4.00 4.00
32 4 4 5] 4.00 375 3.50 4.00 4.33
33 4 4 5] 2.80 3.25 4.50 3.80 4.33
34 3 3 4 3.00 3.00 3.50 3.20 3.33
35 3 4 3 3.00 3.00 3.50 3.20 3.33
36 4 4 4 4.20 375 4.25 4.00 4.00
37 4 4 5] 4.00 4.00 3.50 4.00 4.33
38 4 4 5] 4.00 375 3.50 4.00 4.33
39 5] 4 4 4.00 4.00 4.00 4.20 4.33
40 5] 5 5] 4.00 3.00 5.00 4.80 5.00
41 5 5 5 =00 =00 300 500 = 00] <
4 | » |\Data View { Variable View [ 4] | Al

SPSS Processar is ready




Assessment of Normality

. Univariate Normality
Multivariate Normality

8 https://webpower.psychstat.org/mode

WebPower

Mawvigation

e Univariate and multivariate skewness and kurtosis
calculation

::?aol.ljlal How to use List of software

References

Bookstore Data: Upload or select a file

:Ejf:h';i Choose File | Mo file chosen

FACQ

Research Team
Type of data: Provide select type of data file
SPSS data v

Select variables to be used (To use the whole data set, leave this field blank. To select a subset of variables, provide the
column numbers that separated by comma (,). For example, 1, 2-5. 7-9. 11 will select variables 1. 2. 3.4, 5, 7. 8. 9. 11):

Missing data (Missing data values can be provided. If multiple values are used to denote missing data, they can be
separated by comma (.). For example, using -999, -888, NA will replace all three values above to missing data.):

Calculate

Last modified: April 26 2015 06:12:48.

https://webpower.psychstat.org/models/kurtosis/



Assessment of Normality

Data file

The data file can be chosen by clicking the Choose File button (it might appear differently for different browsers). We DO
NOT save your data file and it is deleted immediately after calculation.

Type of data

The following types of data are allowed:

SPSS data file with the extension name sav

SAS data file with the extension name sas7bdat

Excel data file with the extension name _xIs or xlIsx

CSV file (comma separated value data file) with extension name _csv
TXT file (text file) with extension name txt

Select variables

A subset of variables can be used. To use the whole data set, leave this field blank. To select a subset of variables,
provide the column numbers that separated by comma (,). For example

1, 2-5, 7-9, 11

will select variables 1, 2. 3. 4.5, 7, 8, 9, 1




Assessment of Normality

Missing data

Missing data values can be provided. If multiple values are used to denote missing data, they can be separated by
comma {,). For example,

-999, -888, NA

will replace all three values above to missing data.

The output of the Web application looks like

Sample size: 563
Mumber of wvariables: 4

Univariate skewness and kurtosis
Skewness SE_skew Kurtosis SE_kurt

V1 @.69321372 8.1829601 0.2295460 8.2855599
V2 @.8356385117 8.1829601 -0.4178298 @.2855599
VI -8.22527112 8.1829601 -0.2521829 8.2855599
V4 -1.8e086618 B8.1829681 1.2898344 @8.2855599

Mardia's multivariate skewness and kurtosis
b z p-wvalue

Skewness 2.261878 212.230586 2.0232802280

Kurtosis 25.468192 2.514123 9.81193288

Mardia’s multivariate skewness and kurtosis p-value < 0.05 indicates that the
multivariate data is not normal




Assessment of Normality

Navigation

WebPower
Ask Power
My Analyses
New Analysis
Tools

Manual
References
Bookstore
What's new
Workshop
FAQ
Research Team

Univariate and multivariate skewness and kurtosis
calculation

How to use List of software

Data: Upload or select a file

Choose File | HairHBAT.csv

TVpe of data: Provide select type of data file
CSV (comma seperated value) data with variable names v

Select variables to be used (To use the whole data set, leave this field blank. To select a subset of variables, provide the
column numbers that separated by comma (,). For example. 1. 2-5, 7-9. 11 will select variables 1, 2, 3,4, 5, 7. 8. 9, 11):
29-33

Missing data (Missing data values can be provided. If multiple values are used to denote missing data, they can be
separated by comma (,). For example, using -999, -888, NA will replace all three values above to missing data_):

Calculate

Last modified: April 26 2015 06:12:48.




Common Method Variance

CMV is the amount of spurious correlation
between variables that is the result of
using the same measurement method to
measure each variables
CMV may lead to erroneous conclusion
about relationships between variables by
inflating/deflating findings
CMV needs to be examine when data
are collected via self-reported
questionnaires and, in particular, when
the same person is answering on both
predictor and criterion variables
Two ways to control for CMV

Q Procedural control

Q Statistical control

Ex Ante Approaches (Procedure)
» Collect data from different source
» NO - Reduce CMV through
questionnaire design
» YES — Collect Pre / Post Survey

Post Ante Approaches (Statistical)
» Complex model specification

» Partial out / control for latent
Harman Single Factor test
Partial correlation method
Social desirability construct
Correlation matrix
Measured Latent Marker
Variable

Full Collinearity

Unmeasured Latent Method
Construct

YV VVY

Y VYV



Common Method Variance
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Reliability Test

* Reliability relates to the study instrument. Specifically,
reliability is a measure of internal consistency of the study

instrument.

* The most commonly use measure of internal consistency is
Cronbach alpha*. Cronbach alpha coefficient ranges between
0 to 1. An instrument is considered to be reliable if Cronbach

Alpha is at least 0.7



Command for Reliability Test
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How reliable our instrument?

Reliability Statistics

Should be
Cronbach's preferably > 0.3
Alpha——_| N ofliems
(977 ) 5
S
Item-Total Statistics
Scale Corretted \ Cronbach's
Scale Mean if Variance if ltem-l otal Alpha if ltem
ltem Deleted ltem Deleted Corrglation Deleted
Aftt 15.25 6.681 a73 965
Aft2 15.26 6.560 925 arz2
Aft3 15.24 6.906 029 arz
Aft4 15.21 6.8625 800 a7a
AftS 15.25 6.555 935 870

\



Table in Report

ltem
Deleted

SN

Pbcontrol

Intention

Actual




EFA vs CFA

Exploratory Factor Analysis

» Explore data and provide fthe
researcher with information about
how many factors are needed fto
best represent the data. Al
indicators are related to every
factor by a factor loading estimate

> Is based on software decision in
which the result are produced from
correlation statistic result but not from
theory.

» Can be performed when little is
known about factor structure

Confirmatory Factor Analysis

>

>

>

Is based on well-developed
measurement theory to confirm
that the indicator is measuring
the consfruct.

Is used when a priori factor
stfructure exists.

When conducting CFA, one
cannot drop more than 20% of
the items in the model. Doing so
one has to resort to EFA.

It is not entirely appropriate to
conduct CFA based on EFA
results and that CFA and EFA
cannot be conducted using the
same set of data (Kline, 2015;
Green et al., 2016)



E Factor Analysis ==

Basic EFA to check on validity S e
& tem._a Descriptives...
e & tem_b | Extraction... ]
& tem_c | Ratation... ]
& tem_d Y
' ﬁ tem_g | Soores. . ]
) Factor Analysis Lsav [DataSetl] - PSS Satisics Data Editor oEEE]| & tems | opfions... |
Fle Edt View Data Transfom | Analyze Graphs Uifies Addons  Window  Help ?:em—z
ST _| I - -
EHE T 60 SB[ roos RO ¥ & item i » | R |
. Descrpive Sttisies ) | bl 10 Vet | e | T |
item _a hemJ Tees ' item e item f fterm_ S — B ” s l
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EFA vs CFA

Article

Organizational Research Methods
1-32

Getting Through the Gate: © The Author(s) 2016

Reprints and permission:

. . . sagepub.com/journalsPermissions.nav
Statistical and Methodological Dé.‘?.o...;hy’.f.oma..sm.7
o - . . orm.sagepub.com
Issues Raised in the Reviewing ®SAGE
Process

Jennifer P. Green', Scott Tonidandel?
and Jose M. Cortina'

Issue Recommendation References

There are issues with choice EFA is more appropriate when little is known Bandalos and Boehm-
of EFA or CFA (e.g., why about factor structure. If an a priori factor Kaufman (2009); Floyd and

EFA instead of CFA, or structure exists, then CFA is more Widaman (1995); Henson
vice-versa). appropriate. and Roberts (2006)
Authors conducted EFA and  Factor structure from an EFA should be Henson and Roberts (2006)
CFA on same data set. confirmed with CFA on a different data set.
Authors used questionable Be aware of best practices for factor analyses, O’'Connor (2000); Zwick and
factor analytic methods such as EFA methods to determine the Velicer (1986)

(e.g., improperly eliminated = number of factors to retain (e.g., parallel
items in CFA/ SEM). analysis).




1%t and 24 Generation Technique

Primarily Exploratory Primarily Confirmatory
First-generation
techniques e Analysis of variance

e Cluster analysis e Logistic regression

e Exploratory factor analysis |e Multiple regression
e Multidimensional scaling e Confirmatory factor analysis

Second-generation e Partial least squares
techniques structural equation
modeling (PLS-SEM) e Covariance-based structural

equation modeling (CB-SEM)
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Data Analysis

I. Frequency Test (Demographic Profiling)

Il. Descriptive Statistics (Mean, Standard
Deviation, Skewness and Kurtosis)

. Independent Sample T-Test
Iv. ANOVA

v. Pearson Correlation

vi. Multiple Regression




Frequency Test: What are our respondents?

In any report typically there will be a description of the profile of respondents.
This is done to highlight that the profile suits the purpose of the study and also
if it does not it can be used later to justify the non significance of some
research hypotheses.

To do this we will ask for the frequency distribution of the nominal variables that we
included in the profile section of our questionnaire.

Analyze == Descriptive Statistics == Frequencies

Gender
Cumulative
Frequency | Percent | Valid Percent Percent
Valid Male 144 75.0 75.0 75.0
Female 48 25.0 250 100.0
Total 192 100.0 100.0




DATA KB.sawv - SPSS Data Editor
File Edit ¥iew Data Transform gk

Frequencies - Command

=d|&| =@ || =k s e
1:1d .L. EE— 4 Cescriptives. .
Id CompaeMeas v Explore. Age |Organization| Work |Department Position | Education| Reward1 |~
'1 Mixed Models 4 Ratio... 26 2 2 4 2 3 3
orrelate L4
2 Eegresstion ’ 5 4 2
3 Logllr.‘lear » qu el 3 3 3
s meducton . Variable(s):
4 Scale L4 @ Id i (0] 1 2 5
5 | MNonparametric Tests 3 & response = 4 Gender 3 3 5
Time Series > @ Age TN @ Dep_E_mment Paste
6 ¢ ;LL‘;;;":'Response ; 4 Organization # Position 2 3 2
7 Missing value Analysis... @ Wark. RBeseat 3 3 )
Complex Samples 4 @ Education E
8 8 1 % Reward1 Cancel 4 3 3
> Reward?
= 9 2 % Reward? Help 1 2 2
10 10 1 & Retip] 4 3 2
i ' -
11 11 2 R - 2 3 3
12 12 2 [v Display frequency tahles 5 4 2
13 13 2 4 3 3
14 14 5 Statistics... | Chans... | Farmat... | 1 5 5
15 15 2 1 46 » 4 3 2
17 17 1 2 26 Chart Type 2 3 2
i Mone
18 18 2 1 23 . Cancel 1 2 2
19 19 2 1 29 s e 3 2
20 20 1 1 44 C Histograms: 4 3 2
21 21 2 1 25 — 1 2 2
22 22 2 1 32 3 3 2
23 23 2 1 40 CheiEles 3 3 2
24 24 1 1 27 (@ Freguencies i FPercentages 2 3 2
4| » [\Data View £ Variable Wiew [ d 1 gl

Freguercies

15 start & % 6

SPS5 Processor is rea



Question:

1. Is our sample representative?

2. Data entry error

Gender
Cumulative
Frequency Percent Valid Percent Percent
Valid Male 144 75.0 75.0 75.0
Female 48 25.0 ( 25.0 100.0
Total 192 100.0 100.0
Current Position
Cumulative
Frequency | Percent | Valid Pegeent, Percent
Valid Technician 34 17.7 17.7 17.7
Engineer 66 344 344 52.1
Sr Engineer 54 281 281 80.2
Manager 32 16.7 16.7 96.9
Above manager 6 3.1 3.1 100.0
Total 192 100.0 100.0

N




Data Analysis

I. Frequency Test (Demographic Profiling)

ii. Descriptive Statistics (Mean, Standard
Deviation, Skewness and Kurtosis)

. Independent Sample T-Test
Iv. ANOVA

v. Pearson Correlation

vi. Multiple Regression



Descriptive - Mean, Standard
Deviation, Skewness & Kurtosis

What is the Current State of Affair for the Variables of Interest?
u What is the current level of the variables of interest?

TYPICAL QUESTIONS

| What is the level of intention to share information in the organization?
| What is the level of actual sharing in the organization?

To do this we will ask for the descriptive analysis of the continuous variables that we
computed from our questionnaire.

Analyze == Descriptive Statistics === Descriptives



Descriptive - Command
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Descriptive Result

Descriptive Statistics

N Minimum | Maximum Mem Skewness Kurtosis

Statistic Statistic Statistic Sy!ﬁstic Statistk\ Statistic | Std. Error | Statistic | Std. Error
Age 192 19 53 33.39 8.823 \ 667 A75 -.557 349
Years working in the
organization 192 1 18 5.36 4435 1448 A75 1.333 349
Total years of
working experience 192 1 28 9.04 7.276 1.051 A75 -.025 349
Attitude 192 2.00 5.00 3.8104 64548 -.480 A75 242 349
subjective 192 2.00 5.00 3.7031 67034 -.101 A75 755 349
Pbcontrol 192 2.00 5.00 3.4792 73672 015 A75 -.028 349
Intention 192 2.00 5.00 3.8188 63877 -.528 A75 687 349
Actual 192 2.33 5.00 4.0625 58349 -.361 A75 -.328 349
Valid N (listwise) 192 /

Question: ~—"

1. Is there variation in our data?

2. What is the level of the phenomenon we are measuring?




Data Analysis

I. Frequency Test (Demographic Profiling)
Il. Descriptive Statistics (Mean, Standard
Deviation, Skewness and Kurtosis)

iii. Independent Sample T-Test

iv. ANOVA

v. Pearson Correlation

vi. Multiple Regression




Independent-sample t-test

* Used fo compare the mean of a = @
variable between two unrelated @ idependentSampesTTes
groups. |
- H3: The mean score of customer |- B
satisfaction between males and | |@AE - ¢ sasaion
females is not equal. dh CLASS
- Bivariate analysis. 96 START ¢
3 : ¢ DECISION
« Gender = Nominadl § EECT
« CS = Interval %N.&TIDNALIT‘I’
« SPSS Steps: Click Analyze/Compare g ST crouping Varble
means/Independent-sample t- & Tie = '
Lesf// kk))rmg CS ’r% ’re§r’r variable & e 1 AL
ox/bring gender to grouping . .
variable box/define groups: 1 into 4 St = M]
%E)?(ngo]nlﬁgéez/glio group 2 l 0K H Paste H Reset HCancelH Help ‘




Exhibit 11.15: Group Statistics

Standard Deviation Standard Error Mean

e 1 191 3 3426 Q. 72001 0.05210
Satsfaction =
2 245 33845 0. 73694 0.04836

Exhibit 11.16: Independent Samples Test

Levene™s Test
for Equality of
Variances

T=Test for Equality of Means

95%s Confidence

Sig. Standard Interval of the

(2- B Error
= Difference Ddifference

tailed) Difference 5
Lower Upper

Equal
variances | 0.001 Y _0.980 } -0.586 434 0.558/| -0.04190 0.07153 | -0.18248 | 0.09868
N7 R0 \/

assumed
Sathisfaction Equal
"“I]'_:’;‘t““ -0.590 | 417.257 | 0.556\ [ -0.04190 0.07108 | -0.18163 | 0.09782
assumed
To evaluate the assumption of To determine whether the test
homogeneity of vanance, p should was significant, p=value should
be larger than 0.05. be smaller than 0.05.

SPSS output:

a) Examine group statistics; mean male is 3.34, mean female is
3.38, not significantly difference, concluded means for male

and female are the same.
Thus, H3 is not supported.



Data Analysis

I. Frequency Test (Demographic Profiling)
Il. Descriptive Statistics (Mean, Standard
Deviation, Skewness and Kurtosis)

. Independent Sample T-Test

iv. ANOVA

v. Pearson Correlation

vi. Multiple Regression




One-way Analysis of Variance
(ANOVA)

* Used to compare the mean of a , :
variable between two or more i onewayanov X
independent groups.

- H4: The mean score of the Dependent List Contrasls
employees’ job performance after & Performance -
the training programmes A, B and Post Hac..
C is not equal. =

* Bivariate analysis. ' Options..
* Performance: Interval Bootsirap..
 Training: Nominal

* SPSS steps: Click Analyze/compare
means/one way NOVA/move 9
erformance to dependent list
ox/move training to  factor
box/options/tick descriptive/tick | OK | Paste | Reset | Cancel|| Heb
homogeneity of variance | J
test/continue/OK

Factor
& Training




Exhibit 11.18: Descriptives

Performance

95% Confidence Interval

for Mean

Upper
Bound

Standard
Error

Standard
Deviation

Minimum Maximum

Lower
Boumnd

Programme A

Programme B T2

Programme B0

T oital 226

0.63839 0.07421
31810 0.71333 0.08407 3.0133 3.3486 1.00 5.00
3.2063 0. 70011 0.07827 3.0504 3.3621 1.0 5.00
3.3419 0.71414 0.04750 32483 3.4356 .00 5.00

Exhibit 11.19: Test of Homogeneity of Variances

To determine if the data have met or
violated assumptions of homogeneity
of varances. P-value should larger
than 0.05.

Performance
Levene Statistic dfl df2
0014

Exhibit 11.20: ANOVA

Performance F(2,223) = 10.82. To

Sum of Squares df Mean Square F Sig. SIS “hﬂhﬂ the

test was significant,

Between Grroups 100147 2 5.074 . p-value should be
_—

104 601 223 0.469 smaller than 0.05.

114.748 225

Within Groups
Total

SPSS output:

a) Examine homogeneity of variances table, P-value is 0.986,
assumptions of homogeneity variance.

b) Examine ANOVA table, P-value is 0.00 (<0.05). There is a significant
difference.

Thus, H4 is supported.

met



Data Analysis

I. Frequency Test (Demographic Profiling)
Il. Descriptive Statistics (Mean, Standard
Deviation, Skewness and Kurtosis)

. Independent Sample T-Test

iv. ANOVA

v. Pearson Correlation

vi. Multiple Regression




Pearson Correlation Coefficient

« Used to measure the strength of & s Conelatons =
a linear association between e |
two variables. 20 e

ﬁ Performance

«H5: There is a relationship
between employee motivation
and performance.

 Bivariate analysis.

* EmplOyee mOﬂVOﬂOﬂ & Correlation Coefficients
performqnce = |n‘|'er\/0| v Pearson || Kendall's tau-b [ | Spearman

° SPSS S-I-eps C“Ck Test of Significance
analyze/correlate/bivariate/mo | Ol © ol
ve motivation & performance . Flag signifcant crrelations
TO VO”Oble bOX/th peOrSOﬂ/OK [ OK ][Easte ][Beset][{}ancel][ Help ]

—



Exhibit 11.22: Correlations

Motivation Performance

Motivation Pearson Correlation The r =059 To determine whether
Sig. (2-tailed) v thetest was significant, p-value should
N be smaller than 0.03, p=0.0001.

Performance  Pearson Correlation

Sig, (2-tailed) )
N 7

|+ The degrees of freedom (df), N-2=224,

** Cormelation s sgnificant at the 0,01 level | 2-tailed).

SPSS output:

a) Refer correlations table: r=0.59, p-value = 0.00 (<0.05) indicate
significant results.

HS is supported.

b) Since r is positive, there is a positive and significant relationship
between employee motivation and performance.



Data Analysis

I. Frequency Test (Demographic Profiling)
Il. Descriptive Statistics (Mean, Standard
Deviation, Skewness and Kurtosis)

. Independent Sample T-Test

iv. ANOVA

v. Pearson Correlation

vi. Multiple Regression




Linear Regression

» Used to predict changes in the dependent
variable based on the
independent variable(s) or predictor(s).

« H6: There is a_  relationshi between
performance and involvement.

« H7: There is a relationship between
performance and welfare.

* Multivariate analysis.

« Dependent variable: performance =
interval
* Independent variable: Involvement &

welfare = interval.

» SPSS steps: Click .
Analyze/regression/linear/move
performance to dependent box/move
INnvolvement & welfare to independent
box/statistics/tick estimates, model fit,
descriptives & collinearit
diagnostics/continue/O

value of

.
t-\ Linear Regression

Dependent isti
D Statistics...
VT % [ £ Pedormance | =
Plots...
& Invalvement Block 1 of 1 -

& Welfare Save..

.
Options..

Bootstrap..

Independent(s):
& Invalvement

ﬁ Welfare

FEEEN ¢

Metod: [Emer  ~ |
Selection Variable:
> | |
Case Labals:
2 | |
WLS Weight
2 | |

[ 0K ][Easte ][Beset][{}ancel][ Help ]

—



Exhibit 11.27: Wiodel Swommomm:sry

Standard Error

of the Estinate

1 i 0677 N—_0.458 0.453 »r—— | 0.52967
o Eredicrs: C oy et oo - s Adjusted R Square (R2) indicates that 45%
MMultiple correlation coefficient, R = 068 of the variance 1n the dependent varable can
indicates a high degree of correlation. be predicted from the independent variable.

Exhibit 11.28: AN A=

Sum of Sqguares

1 Regression 52 420 2 26210 93 424 O Dioe
Residual 62 002 221 0281 .
Total 114 422 223
»w
Py p\-tdi.:m.r::'cmm;:. LEW.E-JE::E_ Moo eamerat The p-walue << 005 indicates the equation
iz agood fit, F(2,221)=93 42 p=0.001.

Exhibit 11.29: Coeflicients®

J F: i St is - %
Unstandardised tandardised Collinearity Statistics

MnTovcdel Coefficients Coefficients
Standard Error Beta Toleramce WIF

1 (Constant) 0. 946 O 198 4. FT2 OO
Imvolwvement 0414 OO0 0435 G870 LRI OGl2 1.635
Welfare O 407 D082 0,314 4 959 O O OGl2 1.635

_"--_‘___-____-_-_____-I"_
o Depe ndente Vanable: Pesformnamnce |
To determine the multicollimearity

Ba=0.41 and fz =041, indicate the effect of the
independent variables on the dependent variable. prablem. Tolerance value should be
larger than 1 - RT {1 - .45 = 0.55).

Both independent variables are sigmficantly
contributing to the eguation.

SPSS output:

- Refer model summary: Adjusted R square = 0.45, indicates that 5% of the variance in the
dependent variable can be predicted from independent variables.

- Refer ANOVA table: P-value=0.00 (<0.05) indicates the equation is a good fit.

- Refer coefficient table: standard coefficient of involvement is 0.435 (p=0.00) and welfare
is 0.314 (p=0.00) indicates both significantly related to performance.

- Thus Hé & H7 is supported.



Extension of SPSS using PROCESS

< C (@ Notsecure | processmacro.org/download.html Yo w @ R é :
: Apps 6 Altmetric it! @ International Entrepren... ° Khu Li FangNov 14Than... 6 New Tab 6 Sign out D Predicting who will publ... e Ramayah ﬁ Home »

Version 3 of PROCESS is described and documented in the 2nd edition of /ntroduction to Mediation, Moderation, and Conditional
Process Analysis. Click the button below to download version 3.5 (released 1 May 2020). When you do so, a .zip archive will
download in accordance with your browser settings. The installation and use of PROCESS is documented in Appendix A as well as
throughout the book. Appendix A also contains the model number templates for preprogrammed models. Instructions for
creating your own models or modifying numbered models can be found in Appendix B. The appendices are not electronically
available except in the e-book edition. However, an addendum to the documentation that describes features added since the
publication of the book is available as a PDF here.

ATTENTION: MacOS "Catalina" users: There is a bug in the latest release of MacOS related to file access permissions
that also affects SPSS. It has nothing to do with PROCESS or its operation on the Mac or SPSS. Consult your local tech
support person for advice. Here is a video that might be helpful in solving your problem.

Download PROCESS v3.5

PROCESS version 2, introduced in 2013 in the first edition of Introduction to Mediation, Moderation, and Conditional Process Analysis
(the cover of the first edition is blue; the second edition is white) is no longer available or supported. If you have used PROCESS



Extension of SPSS using PROCESS
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What is Structural Equation Modeling (SEM)?

= Structural Equation Modeling . . . 1s a family of statistical models that

seek to explain the relationships among multiple variables.

= [t examines the “structure” of inter -relationships expressed in a

series of equations, similar to a series of multiple regression equations.

= These equations depict all the relationships among constructs
(the dependent and independent variables) involved in the
analysis.

= (Constructs are unobservable or latent factors that are

represented by multiple variables.

= (alled 2nd Generation Techniques



1t Generation vs 2" Generation

SEM Primarily Exploratory | Primarily
Techniques Confirmatory
First- Cluster analysis e Analysis of variance
generation Exploratory factor e Logistic regression
analysis e Multiple regression
Mul.t Idimensional e Confirmatory factor
scaling :
analysis
Second- Partial least squares |e® Covariance-based
generation structural structural
equation modeling equation modeling
(PLS-SEM) (CB-SEM)




How SEM look like?




Why Structural Equation Modeling (SEM)

*Modeling causal relationship within their nomological net

* Representation and testing of entire theories

- Measurement Theory (auxiliary theory)
- Substantive Theory

* Inclusion of direct, indirect and total effects of factors

" Taking measurement error into account
* Assessing measurement reliability/ validity
* Correcting for measurement error

"[ntuitive graphical representation of theory



Example for Graphical Visualization
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Types of SEM techniques

Karl Gustav Jéreskog

Covariance-based structural equation
modeling (CB-SEM)

Jan-Bernd Lohmaéller

PLS regression

PLS discriminant analysis
PLS path modeling (PLS-PM)
PLS-SEM
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o, e S

B e e

e e ] () (=]

XLSTAT”




Why Structural Equation Modeling (SEM)

®* CB-SEM (Covariance-based SEM)

" objective is to reproduce the theoretical
covariance matrix, without focusing on
explained variance.

" confirmatory purpose

®* PLS-SEM (Partial Least Squares SEM)

" objective is to maximize the explained
variance of the endogenous latent
constructs (dependent variables).

" prediction-oriented purpose in modeling.



Software lllustrations

Softwares

Covariance-based SEM (CB-SEM)

» EQS: http://www.mvsoft.com

» AMOS: hitp://www.ibm.com

» SEPATH: http://www.statsoft.com
» LISREL: http://www.ssicentral.com
» MPLUS: hitp://www.statmodel.com
» Lavaan: http://lavaan.ugent.be

> Qnyx: http://onyx.brandmaier.de

Variance-based SEM

» SmartPLS: hittp://www.smartpls.de

» WarpPLS: http://www.scriptwarp.com

> PLS-GUI: hitps://pls-gui.com

» ADANCO: http://www.composite-modeling.com
» XLSTAT: https://www.xlstat.com/en/

» GeSCA: hitp://www.sem-gesca.org



http://www.mvsoft.com/
http://www.ibm.com/
http://www.statsoft.com/
http://www.ssicentral.com/
http://www.statmodel.com/
http://lavaan.ugent.be/
http://onyx.brandmaier.de/
http://www.smartpls.de/
http://www.scriptwarp.com/
https://pls-gui.com/
http://www.composite-modeling.com/
https://www.xlstat.com/en/
http://www.sem-gesca.org/

Hacking and Harking

|

| J If you torture the data long enough,
it will confess.

— Renald Coase —

AZ QUOTES




The Network from mySEM

SEM
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Marko Sarstedt

Chief Marketing Officer at Zorin Industries Fo?
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Added by Gabi Cepeda Carridn about 3

months ago

Edward Rigdon

| Works at Texas A&M International University .

Frofessor at Georgia State University Fel
Joined

Added by Jacky Cheah about 6 months ago
Ned Kock

Joined
Added by Mumtaz All Memon about 9
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‘KEEP YOUR HEAD UP.
KEEP FIGHTING.
THERE IS ALWAYS LIGHT J

AT THE END OF THE y4il§
TUNNEL, AND YOUR "%

STRUGGLES ONLY MAKE
YOU BETTER IN THE END.”

pe 8

No matter how many mistakes

~ you make or how slow you
| progress, you are sﬂll way ahead

| of everyone who isn't trying.

=72 Tony Robbins



Contact:
Jacky Cheah Jun Hwa, PhD

Senior Lecturer

Faculty of Economics and Management,
Universiti Putra Malaysia

External member of Relationship Marketing for Impact cluster at Griffith University in
Australia

Visiting Virtual Professor at Prince of Songkla University

Adjunct Lecturer of Faculty of Hospitality and Tourism Management at UCSI in KL &
Sarawak Campus

jackycheahjh(@email.com/ junhwa@upm.edu.my
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