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Statements about the Workshop
• This workshop only covers basic to intermediate content. I define ‘basic’ 

as ‘fundamental’ and you will see why.
• Feel free to ask questions at any point of time. If it is beyond the scope, 

we will respond if it benefits others. 
• Understanding the reasons behind the clicking is more important than the 

clicking itself where you can learn by watching YouTube or reading our 
book.

• Whatever we say in the workshop, please keep it as a scholarly sharing 
and an attempt to make it interesting. Don’t take it personally.

• If you join certain sessions of the workshop, it is your duty to catch up. I
can repeat but can’t do it all the time.

• I do not teach short-cuts at the expense of rigorous analysis. 
• Good analysis does not mean you have a good research design and your 

framework, RQs, theory application and etc are correct. 
• Learning to use quantitative softwares/tools must be accompanied with 

practice. Reading good and current papers as well as writing are 
important.

• We would appreciate notification and acknowledgement when our slides 
are used in other occasions. 
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Statements about Methodology
SSCI 4.899
SCOPUS Q1

If you cited Baron and Kenny (1986), Podsakoff and Organ (1986), Harman (1967), and Fornell
and Larcker (1981) in your work back in the 1980s, you were probably fine. In 2015, you need to
be careful. While statistical theory itself has not progressed all that much, the software
applications that we all have on our desktops have massively improved. We have many
solutions available to us now that we did not have in the 1980s; many of the shortcuts we took
back in the day no longer need to be taken; many of the assumptions we were forced to make
can now be relaxed. It behooves us to stay on top of current methodological developments, and
accordingly, what was accepted in the journal ten, twenty years ago, is not necessarily
acceptable anymore ... It is no exaggeration to say that new methodological developments
come out every month. Most of these developments are minor, but many of them are
noteworthy … There is just no excuse for not using up-to-date tools. How about a check on
Google Scholar to find out whether there have been any new developments in methodology
relevant to your work before you submit your manuscript?
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Basic Modeling in Quantitative Research

Types of Analysis

Levels of Measurement

Samples Size Consideration 

Data Preparation & Data Analysis

Content Outline

6

Recap on Quantitative and Qualitative 
Research

7 1st and 2nd Generation Software Available and Technique

8 More software and tools for analysis - Demonstration



9Basic differences between quantitative and 
qualitative

Quantitative 
Research

Making 
Observation

Test Theory

Qualitative
Research

Making 
Observations

Develop 
Theory
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Types of Data Secondary Data Primary Data

Advantages • Tends to be cheaper
• Sample sizes tend to be greater
• Tend to have more authority
• Are usually quick to access
• Are easier to compare to other research 

that uses the same data
• Are sometimes more accurate (e.g. data 

on competitors

• Are recent
• Are specific for the purpose
• Are proprietary

Disadvantages • May be outdated
• May not  completely fit the problem
• There may be errors hidden in the data-

difficult to assess data quality
• Usually contains only factual data
• No control over data collection
• May not be reported in the required form 

(e.g., different units of measurement, 
definitions, aggregation levels of data)

• Are usually more expensive
• Take longer to collect

Types of Data in Quantitative Research
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Exploratory 
Research

Causal
Research

Descriptive
Research

•Formulate problems more precisely
•Develop Hypotheses
•Establish priorities for research
•Eliminate impractical ideas
•Clarify concepts

•Literature search
•Experience survey
•Analysis of select cases
•Interviews
•Ethnographies
•Focus groups

•Describe segment characteristics 
•Estimate proportion of people 
who behave in a certain way

•Make specific predictions

•Longitudinal study
•Panels
•Sample Survey

•Provide evidence regarding causal 
relationships
•Rule out all other explanations

•Laboratory experiment
•Field experiment

Uses TypesOverview

Research Plan and Design



12What to expect for MBA research modeling?



13What to expect for PhD research modeling?



14Basic Modeling in Quantitative Research

i. Independent
ii. Dependent
iii. Moderating
iv. Mediating
v. Control
vi. Moderated Mediated/ Mediated Moderator
vii. Moderated Moderator



15Basic Modeling in Quantitative Research



16Model of a Moderator (Condition)

 A moderator is a variable that alters the relationship
between an independent variable and a dependent
variable.

 Who do it work for? & When does it work?

X

M

Y



17Model of a Moderator (Condition)

 Examples of “who do it work for?” & “when does it
work?”



18Model of a Mediator (Mechanism)

 An initial independent variable X1 may influence the 
dependent variable Y through a mediator X2.

X1

X2

Y

a b

c’



19Model of a Moderator (Mechanism)

 Examples of “how do it work?” & “why did it work?”



20Model of a Control Variable

 One important characteristic of a good research design
is to minimize the influence or effect of extraneous
variable(s).



21Characteristic of a Construct

i. Unidimensional

ii. Multi-dimensional



22Characteristic of a Construct

A central research question in social science research, particularly marketing and MIS, 
focuses on the operationalization of complex constructs:

Are indicators causing or being caused by 
the latent variable/construct measured by them?

Construct

Indicator 1 Indicator 2 Indicator 3

Construct

Indicator 1 Indicator 2 Indicator 3

?

Changes in the latent variable 
directly cause changes in the 

assigned indicators

Changes in one or more of the 
indicators causes changes in 

the latent variable 
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Construct 
Domain

Construct 
Domain

Reflective  
indicators

Formative  
indicators

Focuses on maximizing the 
overlap between 

interchangeable indicators

Focuses on minimizing the 
overlap between 

complementary indicators

Characteristics of a Construct



24Characteristic of a Construct

Formative

X1 = Job loss
X2 = Divorce
X3 = Recent accident

 Indicators can have +, - or 0 
correlation (Hulland, 1999)

 Reflective

X1 = Accommodate last minute request
X2 = Punctuality in meeting deadlines
X3 = Speed of returning phone calls

 Indicators must be highly 
correlated (Hulland, 
1999)

LIFE STRESS

X1 X2 X3

TIMELINESS

X1 X2 X3



25Characteristic of a Construct

Reflective Measurement Model Formative Measurement Model
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Key Considerations Prior to Data Analysis
A cautionary notes
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1

2

3

4

5

Sample Size

Pre-test & Pilot test

Common method variance

Reverse coded items

Exploratory Factor Analysis vs Confirmatory 
Factor Analysis vs Confirmatory Composite 
Analysis

Key Consideration Prior to Data Analysis

6

Sampling Technique

7 Missing Value Imputation

9 Other Issues



28JASEM 1st Issue Editorial



29Sampling Techniques

Probability Sampling

• Simple random
• Systematic
• Stratified
• Cluster

Non-probability Sampling

• Convenience
• Snowball
• Quota
• Self-selection
• Purposive



30Sampling Techniques

Probability Sampling

Pros:
• Generalizability is 

convincing
• Easy to select sample
• Comply assumption of 

many statistical techniques
Cons:

• Difficult to obtain a 
sampling frame

Non-probability Sampling

Pros:
• Generalizability is 

questionable
• Easy to reach sample

Cons:
• Difficult to select sample
• Potential coverage error
• Violate assumption of many 

statistical techniques



31Sampling Techniques

Rowley, J. (2014). Designing and using research 
questionnaires. Management Research Review, 37(3), 308-330.



32Sampling Techniques



33Sampling Techniques



34Sampling Techniques

Generalization

 Theory Generalization

 Sampling Generalization

Calder, B. J., Phillips, L. W., & Tybout, A. M. (1981). Designing research for 
application. Journal of consumer research, 8(2), 197-207.



35Sampling Size Considerations

 Sample size has been a major issue in quantitative research.
 The question : “How much is enough”
 Answers to the question will resort to the following aspect:

 Sampling technique: Probability & Non probability
 Krecjie & Morgan – Probability sampling
 10 times rules of thumb – per construct
 Rules of Thumb for SEM (Hair et al. 2018; n > 200)
G*Power – Based on the complexity of model/framework
Gamma Exponential Method (n >146) and Inverse Square 

Root Method (n >160) (Kock and Hadaya, 2016)

Sample size calculator
 www.raosoft.com
 www.danielsoper.com

http://www.raosoft.com/
http://www.danielsoper.com/


36Sampling Size Estimation Using G*Power



37Sampling Size Estimation Using G*Power



38Sampling Size Estimation Using G*Power



39Sampling Size Estimation Using G*Power



40Sampling Size Estimation Using G*Power



41How many predictors
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Sample Size (Green, 1991)

Another Sample Size Criteria



43Reading Material on Sample Size



44Pre-test / Pilot Test

Pre-test
 Pre-testing is conducted mainly to

address the following issues:
 Length, layout, format, number

of lines for replies, sequencing
 Quality of questions,

respondent’s confusion and
hesitation

 Pre-testing can be conducted
through the following
 Personal interviews, phone or

mail
 Debriefing (after) or protocol

(during)
 Current trend of pre-testing – Card

Sorting technique

Pilot test
 Is a small scale preliminary study 

conducted in order to evaluate 
feasibility, time, cost, adverse 
events, and effect size in an 
attempt to predict the appropriate 
sample size and improve the study 
design before the full scale survey is 
conducted.

 Benefits:
 Appropriateness of questions
 Correctness of instructions
 Information on the whether the 

type of survey is effective
 Save financial resource
 To assess if large scale survey 

worth the effort
 Central Limit Theorem for pilot test 

sample size
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Pre-testing???
 Pretesting (See Hunt et al. 1982)

 What items?
 Length, layout, format, number of

lines for replies, sequencing
 Individual questions, respondents 

hesitate
 Dummy tables and analysis (dry run)

 What method?
 Personal interviews, phone, and mail
 Debriefing (after) or protocol 

(during)?

147

Pre-test / Pilot Test
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Pre-testing

 Who should do?
 Best interviewers

 Who are the subjects?
 Respondents who are as similar as possible
 Representative vs convenience

 How large a sample?
 Vary from 12, 20, 30 to 100

Pre-test / Pilot Test



47

https://www.qualtrics.com/blog/6-ways-to-pretest-your-
survey-before-you-send-it/

6 Ways to Pre-test 
Your Survey 
Before You Send It

Pre-test / Pilot Test

http://www.qualtrics.com/blog/6-ways-to-pretest-your-
http://www.qualtrics.com/blog/6-ways-to-pretest-your-
http://www.qualtrics.com/blog/6-ways-to-pretest-your-
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1. Respondent Debriefing

• For this approach, you will need to add several evaluation 

questions to the end of your survey for the respondents to 

answer.

• These can be open-ended or closed-ended questions and 

usually focus on assessing respondent comprehension and 

interpretation of survey questions.

• It should also include overall evaluations of the survey content, 

time, satisfaction and difficulty.

Pre-test / Pilot Test
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2. Cognitive Interviewing

• “Cognitive interviews” are a good way to really understand what is going 

on the minds of your respondents when they are answering your

questions.

• These are typically performed face-to-face with a small sample of 5–15 

respondents.

• As the respondents answer each survey question, they are asked to 

“think aloud,” which can include paraphrasing, providing retrospective 

thinking or providing judgments of their confidence in what each 

question means.

Pre-test / Pilot Test
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3. Expert Evaluation

• Your survey can be dramatically improved by feedback from two types of 

experts:

1. topic experts that have deep knowledge and expertise about the 

subject matter of your survey, and

2. survey methodologists that have expertise in how to collect the 

most accurate data for your research question.

• These expert evaluations can help shape the content and form of your 

survey and result in better data quality and more valuable insights.

Pre-test / Pilot Test
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4. Focus Groups

• In the preliminary phases of questionnaire development, it can be

very helpful to ask a focus group discuss your survey.

• These discussions, which are usually semi-structured discussions 

between 7–15 people led by a moderator, are particularly 

helpful for clarifying basic concepts in the survey and 

evaluating perceptions of respondent burden or topic 

sensitivity.

Pre-test / Pilot Test
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5. Experiments

influence the data you collect.

• Splitting a pre-test sample of respondents into groups and testing 

different variations of your survey design and content can be very 

powerful for understanding the results you will get when you field your 

main survey.

• These experiments are particularly useful for understanding how 

changes in question wording, questionnaire design, visual layout, 

question order, and many other methodological factors may

Pre-test / Pilot Test
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6. Pilot Test
• Testing the final version of your survey on a small sample of your target 

population is critical - it can give you a sense of the kind of responses you will 

receive and any issues that may arise during the real survey period.

• Pilot studies often serve as a ‘dry run’ and are typically done just before fielding the

survey to the entire sample.
• It is usually a good idea to include some evaluative questions, such as respondent 

perceptions of the length or difficulty of the questionnaire, satisfaction with taking the 

survey, etc.

• At Qualtrics we typically recommend that our customers use a sample of about 50 

respondents for these pilot studies, or ‘soft launches,’ unless you need to do 

additional testing across different demographics.

Pre-test / Pilot Test



54Pre-test / Pilot Test

The Current Trend of Pre-
Test to check on Content-

Validity



55Further Reading:



56Pre-test / Pilot Test
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Doty & Glick (1988)

123

Methods variance and its effects are at the center of a debate in 
organizational science. Most of the debate, however, is focused
on the prevalence of common methods variance and ignores
common methods bias, or the divergence between observed and 
true relationships among constructs. This article assesses the 
level of common methods bias in all multitrait- multimethod
correlation matrices published over a 12-year period in a set of 
six social science journals using a combination of structural
equation modeling and meta-analysis.

The results indicate that only 46% of the variation in 
measures is attributable to the constructs, that 32% of the 
observed variation in measures is attributable to common 
methods variance, and that common methods variance 
results in a 26% bias in the observed relationships among 
constructs. This level of bias is cause for concern but does not
invalidate many research findings.

Common Method Variance



58Common Method Variance

 CMV is the amount of spurious correlation
between variables that is the result of
using the same measurement method to
measure each variables

 CMV may lead to erroneous conclusion
about relationships between variables by
inflating/deflating findings

 CMV needs to be examine when data
are collected via self-reported
questionnaires and, in particular, when
the same person is answering on both
predictor and criterion variables

 Two ways to control for CMV
 Procedural control
 Statistical control

Ex Ante Approaches (Procedure)
 Collect data from different source

 NO – Reduce CMV through 
questionnaire design

 YES – Collect Pre / Post Survey

Post Ante Approaches (Statistical)
 Complex model specification
 Partial out / control for latent

 Harman Single Factor test
 Partial correlation method
 Social desirability construct
 Correlation matrix
 Measured Latent Marker 

Variable 
 Full Collinearity
 Unmeasured Latent Method 

Construct
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• Single Source

• Multiple Source

• Multilevel

Understanding Data Source
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Same Source – Same Method

Employee Employee

Primary Data Primary Data

Single Source Data
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Multiple Source – Same Method

Employee 

Primary Data
Supervisor 
Primary Data

Multiple Source Data
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Multiple Source – Different Method

Employee Annual 
Evaluation
Secondary DataPrimary Data

Multiple Source Data



63Multilevel Modeling



64Common Method Variance

Steps to reduce CMV



65Common Method Variance
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• If we find evidence of common method bias, is there anything

we can do to eliminate or at least reduce it?

• The answer is arguably “yes”, and, given the focus of our

discussion, the steps discussed by Kock & Lynn (2012) for

dealing with collinearity are an obvious choice:

1. indicator removal,
2. indicator re-assignment,

3. latent variable removal,

4. latent variable aggregation, and
5. hierarchical analysis.

Remedy to CMV



67Reverse Coding Issue

ATTITUDE
My information sharing with other 
organizational members is good 1 2 3 4 5

My information sharing with other 
organizational members is harmful 1 2 3 4 5

My information sharing with other 
organizational members is an enjoyable 
experience

1 2 3 4 5

My information sharing with other 
organizational members is valuable to 
me

1 2 3 4 5

My information sharing with other 
organizational members is a wise move 1 2 3 4 5



68Reverse Coding Issue



69EFA vs CFA

Exploratory Factor Analysis
 Explore data and provide the

researcher with information about
how many factors are needed to
best represent the data. All
indicators are related to every
factor by a factor loading estimate

 Is based on software decision in
which the result are produced from
correlation statistic result but not from
theory.

 Can be performed when little is
known about factor structure

Confirmatory Factor Analysis
 Is based on well-developed 

measurement theory to confirm 
that the indicator is measuring 
the construct.

 Is used when a priori factor 
structure exists.

 When conducting CFA, one 
cannot drop more than 20% of 
the items in the model. Doing so 
one has to resort to EFA.

 It is not entirely appropriate to 
conduct CFA based on EFA 
results and that CFA and EFA 
cannot be conducted using the 
same set of data (Kline, 2015; 
Green et al., 2016)



70EFA vs CFA



71CFA vs CCA



72CCA by Hair et al. (2020)



73CCA by Schuberth et al. (2020) & Henseler (2020)
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Missing Value Imputation

Traditional Trend of MV Imputation
 No replacement
 Mid point of the scale
 Random number
 Mean value of other respondents
 Mean value of other responses

Current Trend of MV Imputation
 Full Information Maximum 

Likelihood (FIML)
 Expectation Maximization (EM)
 Multiple Imputation (MI)

https://www.youtube.com/watch?v=
P57sC7sGVm8

https://www.youtube.com/watch?v=P57sC7sGVm8
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Non-Response Bias

 The most commonly recommended protection against non-

response bias has been the reduction of non-response itself.

 Non-response can be kept under 30% in most situations if 

appropriate procedures are followed (Linsky, 1975).

 Another approach to the non-response problem is to sample non-
respondents (Hansen & Hurwitz, 1946). For example, Reid (1942) 

chose a 9% subsample from his non-respondents and obtained 

responses from 95% of them.

Other Issue: Non-Response Bias
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Social Desirability Measure
 Fischer and Fick (1993) shortened version (X1) of Crowne

and Marlowe (1960) Social Desirability Scale

1. I like to gossip at times
2. There have been occasions where I took

advantage of someone

3. I'm always willing to admit it when I made a mistake

4. I sometimes try to get even rather than forgive and
forget

5. At times I have really insisted on having things my
own way

6. I have never been irked when people expressed
ideas very different from my own

7. I have never deliberately said something that
hurt someone's feeling

163

Other Issue: Social Desirability Measure



77Type of Analysis

i. Parametric
• Assumption-Normal Distribution

ii. Non-Parametric
• Assumption- Distribution Free



78Details difference of type of analysis

BASIS FOR COMPARISON PARAMETRIC TEST NONPARAMETRIC TEST

Meaning A statistical test, in which 
specific assumptions are made 
about the population 
parameter is known as 
parametric test.

A statistical test used in the case 
of non-metric independent 
variables, is called non-
parametric test.

Basis of test statistic Distribution Arbitrary

Measurement level Interval or ratio Nominal or ordinal

Measure of central tendency Mean Median

Information about 
population

Completely known Unavailable

Applicability Variables Variables and Attributes

Correlation test Pearson Spearman



79Details difference of type of analysis



80Number of Variables Involved

i. Univariate

ii. Bivariate

iii. Multivariate 



81Levels of Measurement

(1) Nominal
• Assigns a value to an object for identification or classification purposes.
• Most elementary level of measurement.

(2) Ordinal
• Ranking scales allowing things to be arranged based on how much of 

some concept they possess.

(3) Interval
• Interval scales have both nominal and ordinal properties. 
• But they also capture information about differences in quantities of a 

concept.

(4) Ratio
• Highest form of measurement.
• Have all the properties of interval scales with the additional attribute of 

representing absolute quantities.
• Absolute zero.



82Steps to Determine Scales of 
Measurement
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© 2019 McGraw-Hill Education. 11-83

Summary of Scales by Data Levels

Scale Type Characteristics Empirical Operations 

Nominal
Classification (mutually exclusive and
collectively exhaustive categories), but no 
order, distance, or natural origin

• Count (frequency distribution); mode as central 
tendency; No measure of dispersion

• Used with other variables to discern patterns, reveal 
relationships

Ordinal Classification and order, but no distance or 
natural origin

• Determination of greater or lesser value
• Count (frequency distribution); median as central 

tendency; nonparametric statistics

Interval Classification, order, and distance (equal 
intervals), but no natural origin

• Determination of equality of intervals or differences
• Count (frequency distribution); mean or median as 

measure of central tendency; measure of dispersion is 
standard deviation or interquartile range; parametric 
tests

Ratio Classification, order, distance, and natural
origin

• Determination of equality of ratios
• Any of the above statistical operations, plus 

multiplication and division; mean as central tendency; 
coefficients of variation as measure of dispersion



84Mathematical and Statistical Analysis of Scales

• Discrete Measures
• Measures that can take on only one of a finite

number of values.

• Continuous Measures
• Measures that reflect the intensity of a concept by

assigning values that can take on any value along
some scale range.



85Data Preparation

i. Data entry (Will show manually)
ii. Data Screening (Will show manually using excel)
iii. Missing Values 
iv. Data Cleaning
v. Compute & Recode
vi. Assumptions (i.e., Common Method Bias, 

Reliability, and Validity using EFA)

Note: All these can be done via Excel, SPSS, and some web software 
tools.



86Handling Blank Response

• How do we take care of missing response?
• If > 25% missing, throw out the questionnaire
• If majority data point missing for dependent variable, throw 

out the particular questionnaire

• Other ways of handling
• Use the midpoint of the scale
• Ignore (system missing)
• Mean of those responding
• Mean of the respondent
• Random number

• Advanced ways of handling
• Full Information Maximum Likelihood (FIML)
• Expectation Maximization (EM)
• Multiple Imputation (MI) https://www.youtube.com/watch?v=P57sC7sG

Vm8

https://www.youtube.com/watch?v=P57sC7sGVm8
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1 2

3

Detecting Missing Data
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2. Include each variable 
that has values that need 
imputing

1

2

3

3. For each variable you can 
choose the new name (for 
the imputed column) and 
the type of imputation

4

Handling Missing Data



89Detecting Univariate Outliers

Outliers!

Mean 50% 
should fall 
within the 

box 99% 
should fall 
within this 

range



90Example - Recoding

Perceived Enjoyment
PE1 The actual process of 

using Instant Messenger is 
pleasant

1 2 3 4 5 6 7

PE2 I have fun using Instant 
Messenger

1 2 3 4 5 6 7

PE3 Using Instant Messenger 
bores me 

1 2 3 4 5 6 7

PE4 Using Instant Messenger 
provides me with a lot of 
enjoyment

1 2 3 4 5 6 7

PE5 I enjoy using Instant 
Messenger

1 2 3 4 5 6 7



91Recoding - Command



92Computation



93Computing New Variable - Command



94Data after Transformation
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https://webpower.psychstat.org/models/kurtosis/

Assessment of Normality

i. Univariate Normality
ii. Multivariate Normality



96Assessment of Normality



97Assessment of Normality

Mardia’s multivariate skewness and kurtosis p-value < 0.05 indicates that the 
multivariate data is not normal



98Assessment of Normality



99Common Method Variance

 CMV is the amount of spurious correlation
between variables that is the result of
using the same measurement method to
measure each variables

 CMV may lead to erroneous conclusion
about relationships between variables by
inflating/deflating findings

 CMV needs to be examine when data
are collected via self-reported
questionnaires and, in particular, when
the same person is answering on both
predictor and criterion variables

 Two ways to control for CMV
 Procedural control
 Statistical control

Ex Ante Approaches (Procedure)
 Collect data from different source

 NO – Reduce CMV through 
questionnaire design

 YES – Collect Pre / Post Survey

Post Ante Approaches (Statistical)
 Complex model specification
 Partial out / control for latent

 Harman Single Factor test
 Partial correlation method
 Social desirability construct
 Correlation matrix
 Measured Latent Marker 

Variable 
 Full Collinearity
 Unmeasured Latent Method 

Construct



100Common Method Variance
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• Reliability relates to the study instrument. Specifically, 
reliability is a measure of internal consistency of the study 
instrument.

• The most commonly use measure of internal consistency is 
Cronbach alpha*. Cronbach alpha coefficient ranges between 
0 to 1. An instrument is considered to be reliable if Cronbach 
Alpha is at least 0.7

Reliability Test
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Command for Reliability Test



103
How reliable our instrument?
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105EFA vs CFA

Exploratory Factor Analysis
 Explore data and provide the

researcher with information about
how many factors are needed to
best represent the data. All
indicators are related to every
factor by a factor loading estimate

 Is based on software decision in
which the result are produced from
correlation statistic result but not from
theory.

 Can be performed when little is
known about factor structure

Confirmatory Factor Analysis
 Is based on well-developed 

measurement theory to confirm 
that the indicator is measuring 
the construct.

 Is used when a priori factor 
structure exists.

 When conducting CFA, one 
cannot drop more than 20% of 
the items in the model. Doing so 
one has to resort to EFA.

 It is not entirely appropriate to 
conduct CFA based on EFA 
results and that CFA and EFA 
cannot be conducted using the 
same set of data (Kline, 2015; 
Green et al., 2016)



106Basic EFA to check on validity
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109EFA vs CFA



1101st and 2nd Generation Technique



1111st Generation Software 
Available for Selection

i. SPSS
ii. SYSTAT
iii. MINITAB
iv. STATA
v. STATISTICA
vi. SAS
vii.JASP
viii.JAMOVI
ix. XLSTAT



112Data Analysis

i. Frequency Test (Demographic Profiling)
ii. Descriptive Statistics (Mean, Standard 

Deviation, Skewness and Kurtosis)
iii. Independent Sample T-Test
iv. ANOVA
v. Pearson Correlation
vi. Multiple Regression
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Frequency Test: What are our respondents?



114Frequencies - Command



115

Gender

144 75.0 75.0 75.0
48 25.0 25.0 100.0

192 100.0 100.0

Male
Female
Total

Valid
Frequency Percent Valid Percent

Cumulative
Percent

Current Position

34 17.7 17.7 17.7
66 34.4 34.4 52.1
54 28.1 28.1 80.2
32 16.7 16.7 96.9

6 3.1 3.1 100.0
192 100.0 100.0

Technician
Engineer
Sr Engineer
Manager
Above manager
Total

Valid
Frequency Percent Valid Percent

Cumulative
Percent

Question:

1. Is our sample representative?

2. Data entry error



116Data Analysis

i. Frequency Test (Demographic Profiling)
ii. Descriptive Statistics (Mean, Standard 

Deviation, Skewness and Kurtosis)
iii. Independent Sample T-Test
iv. ANOVA
v. Pearson Correlation
vi. Multiple Regression



117Descriptive – Mean, Standard 
Deviation, Skewness & Kurtosis



118Descriptive - Command



119Descriptive Result

Descriptive Statistics

192 19 53 33.39 8.823 .667 .175 -.557 .349

192 1 18 5.36 4.435 1.448 .175 1.333 .349

192 1 28 9.04 7.276 1.051 .175 -.025 .349

192 2.00 5.00 3.8104 .64548 -.480 .175 .242 .349
192 2.00 5.00 3.7031 .67034 -.101 .175 .755 .349
192 2.00 5.00 3.4792 .73672 .015 .175 -.028 .349
192 2.00 5.00 3.8188 .63877 -.528 .175 .687 .349
192 2.33 5.00 4.0625 .58349 -.361 .175 -.328 .349
192

Age
Years working in the
organization
Total years of
working experience
Attitude
subjective
Pbcontrol
Intention
Actual
Valid N (listwise)

Statistic Statistic Statistic Statistic Statistic Statistic Std. Error Statistic Std. Error
N Minimum Maximum Mean Std.

D i ti
Skewness Kurtosis

Question:

1. Is there variation in our data?

2. What is the level of the phenomenon we are measuring?



120Data Analysis

i. Frequency Test (Demographic Profiling)
ii. Descriptive Statistics (Mean, Standard 

Deviation, Skewness and Kurtosis)
iii. Independent Sample T-Test
iv. ANOVA
v. Pearson Correlation
vi. Multiple Regression
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Independent-sample t-test

• Used to compare the mean of a
variable between two unrelated
groups.

• H3: The mean score of customer
satisfaction between males and
females is not equal.

• Bivariate analysis.
• Gender = Nominal
• CS = Interval
• SPSS Steps: Click Analyze/Compare 

means/Independent-sample t-
test/bring CS to test variable 
box/bring gender to grouping 
variable box/define groups: 1 into 
group 1 box, 2 into group 2 
box/continue/OK



122

SPSS output:
a) Examine group statistics; mean male is 3.34, mean female is
3.38, not significantly difference, concluded means for male
and female are the same.
Thus, H3 is not supported.

122



123Data Analysis

i. Frequency Test (Demographic Profiling)
ii. Descriptive Statistics (Mean, Standard 

Deviation, Skewness and Kurtosis)
iii. Independent Sample T-Test
iv. ANOVA
v. Pearson Correlation
vi. Multiple Regression



124One-way Analysis of Variance 
(ANOVA)

• Used to compare the mean of a
variable between two or more
independent groups.

• H4: The mean score of the
employees’ job performance after
the training programmes A, B and
C is not equal.

• Bivariate analysis.
• Performance: Interval
• Training: Nominal
• SPSS steps: Click Analyze/compare

means/one way ANOVA/move
performance to dependent list
box/move training to factor
box/options/tick descriptive/tick
homogeneity of variance
test/continue/OK
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SPSS output:
a) Examine homogeneity of variances table, P-value is 0.986, met
assumptions of homogeneity variance.

b) Examine ANOVA table, P-value is 0.00 (<0.05). There is a significant
difference.
Thus, H4 is supported.



126Data Analysis

i. Frequency Test (Demographic Profiling)
ii. Descriptive Statistics (Mean, Standard 

Deviation, Skewness and Kurtosis)
iii. Independent Sample T-Test
iv. ANOVA
v. Pearson Correlation
vi. Multiple Regression



127

Pearson Correlation Coefficient

• Used to measure the strength of
a linear association between
two variables.

• H5: There is a relationship
between employee motivation
and performance.

• Bivariate analysis.
• Employee motivation &

performance = interval
• SPSS steps: Click 

analyze/correlate/bivariate/mo
ve motivation & performance 
to variable box/tick pearson/OK
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SPSS output:
a) Refer correlations table: r=0.59, p-value = 0.00 (<0.05) indicate
significant results.
H5 is supported.
b) Since r is positive, there is a positive and significant relationship
between employee motivation and performance.



129Data Analysis

i. Frequency Test (Demographic Profiling)
ii. Descriptive Statistics (Mean, Standard 

Deviation, Skewness and Kurtosis)
iii. Independent Sample T-Test
iv. ANOVA
v. Pearson Correlation
vi. Multiple Regression



130Linear Regression

• Used to predict changes in the dependent
variable based on the value of
independent variable(s) or predictor(s).

• H6: There is a relationship between
performance and involvement.

• H7: There is a relationship between
performance and welfare.

• Multivariate analysis.
• Dependent variable: performance =

interval
• Independent variable: Involvement &

welfare = interval.
• SPSS steps: Click 

Analyze/regression/linear/move 
performance to dependent box/move 
involvement & welfare to independent 
box/statistics/tick estimates, model fit, 
descriptives & collinearity 
diagnostics/continue/OK
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SPSS output:
- Refer model summary: Adjusted R square = 0.45, indicates that 5% of the variance in the

dependent variable can be predicted from independent variables.
- Refer ANOVA table: P-value=0.00 (<0.05) indicates the equation is a good fit.
- Refer coefficient table: standard coefficient of involvement is 0.435 (p=0.00) and welfare

is 0.314 (p=0.00) indicates both significantly related to performance.
- Thus H6 & H7 is supported.



132Extension of SPSS using PROCESS



133Extension of SPSS using PROCESS

Developed by Andrew Hayes
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Installing PROCESS
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Templates PDF file: templates.pdf
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What is Structural Equation Modeling (SEM)?

 Structural Equation Modeling . . . is a family of statistical models that

seek to explain the relationships among multiple variables.

 It examines the “structure” of inter -relationships expressed in a 

series of equations, similar to a series of multiple regression equations.

 These equations depict all the relationships among constructs

(the dependent and independent variables) involved in the

analysis.

 Constructs are unobservable or latent factors that are

represented by multiple variables.

 Called 2nd Generation Techniques
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SEM
Techniques

Primarily Exploratory Primarily
Confirmatory

First-
generation

• Cluster analysis

• Exploratory factor
analysis

• Multidimensional
scaling

• Analysis of variance

• Logistic regression

• Multiple regression

• Confirmatory factor
analysis

Second-
generation

• Partial least squares
structural

equation modeling
(PLS-SEM)

• Covariance-based
structural

equation modeling
(CB-SEM)

1st Generation vs 2nd Generation



138How SEM look like?

Z

Y

X

X1

X2

X3

Z1

Z2

Z3

Y1 Y2 Y3
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Modeling causal relationship within their nomological net
• Representation and testing of entire theories

- Measurement Theory (auxiliary theory)
- Substantive Theory

• Inclusion of direct, indirect and total effects of factors

Taking measurement error into account
• Assessing measurement reliability/ validity
• Correcting for measurement error

Intuitive graphical representation of theory

Why Structural Equation Modeling (SEM)



140Example for Graphical Visualization
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Types of SEM techniques
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Why Structural Equation Modeling (SEM)

• CB-SEM (Covariance-based SEM)
objective is to reproduce the theoretical

covariance matrix, without focusing on
explained variance.
 confirmatory purpose

• PLS-SEM (Partial Least Squares SEM)
objective is to maximize the explained

variance of the endogenous latent
constructs (dependent variables).
prediction-oriented purpose in modeling.
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Softwares
Covariance-based SEM (CB-SEM)
 EQS: http://www.mvsoft.com
 AMOS: http://www.ibm.com
 SEPATH: http://www.statsoft.com
 LISREL: http://www.ssicentral.com
 MPLUS: http://www.statmodel.com
 Lavaan: http://lavaan.ugent.be
 Ωnyx: http://onyx.brandmaier.de

Variance-based SEM
 SmartPLS: http://www.smartpls.de
 WarpPLS: http://www.scriptwarp.com
 PLS-GUI: https://pls-gui.com
 ADANCO: http://www.composite-modeling.com
 XLSTAT: https://www.xlstat.com/en/
 GeSCA: http://www.sem-gesca.org

Software Illustrations

http://www.mvsoft.com/
http://www.ibm.com/
http://www.statsoft.com/
http://www.ssicentral.com/
http://www.statmodel.com/
http://lavaan.ugent.be/
http://onyx.brandmaier.de/
http://www.smartpls.de/
http://www.scriptwarp.com/
https://pls-gui.com/
http://www.composite-modeling.com/
https://www.xlstat.com/en/
http://www.sem-gesca.org/
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Hacking and Harking



145The Network from mySEM
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Contact:
Jacky Cheah Jun Hwa, PhD

Senior Lecturer
Faculty of Economics and Management, 

Universiti Putra Malaysia
External member of Relationship Marketing for Impact cluster at Griffith University in 

Australia
Visiting Virtual Professor at Prince of Songkla University

Adjunct Lecturer of Faculty of Hospitality and Tourism Management at UCSI in KL & 
Sarawak Campus

jackycheahjh@gmail.com/ junhwa@upm.edu.my

mailto:jackycheahjh@gmail.com/
mailto:junhwa@upm.edu.my
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